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Abstract

We study the QCD phase diagram using effective theories with the respective degrees of freedom for the different phases of QCD. In the deconfined phase we employ the dynamical quasiparticle model (DQPM), that is able to describe the dynamics of hot QCD at vanishing chemical potential. We extend to model to momentum-dependent selfenergies in order to match the correct perturbative limit of the propagators at high momenta. Within this generalized quasiparticle approach, denoted as DQPM$^*$, we can simultaneously reproduce the lattice QCD (lQCD) equation of state (EoS) and baryon number susceptibility. Using thermodynamic consistency we extend the model to finite baryon chemical potential exceeding the application range of lQCD by far. We give predictions for the EoS and the most important transport coefficients. In the confined phase the medium is composed of hadrons. At large temperatures they interact predominantly by resonant scatterings, which can be well described in terms of a hadron-resonance gas (HRG). At large chemical potential and low temperature the nature of the interaction changes from resonant scatterings to meson exchange as described by relativistic mean-field theories. We combine both approaches to get an interacting HRG (IHRG), that is compatible to the lQCD EoS ($\mu \approx 0, T > 0$) and the nuclear EoS ($T \approx 0, \mu > 0$). For a complete description of the phase diagram we have to switch between the partonic and the hadronic model. In accordance with heavy-ion simulations we define the transition at lines of constant thermodynamics. The resulting EoS is valid up to $\mu_B \approx 450$ MeV. We perform heavy-ion simulations with the PHSD transport approach and determine the region in the QCD phase diagram that is probed by different collision energies. The EoS constructed from the DQPM$^*$ and the IHRG can be used to describe collisions at low beam energies down to $\sqrt{s} \approx 7.7$ GeV. Using simulations at even lower beam energies we determine the conditions necessary for the discovery of the critical point in the QCD phase diagram.
1 Introduction

The different phases of matter and their phase diagrams are among the most interesting and challenging fields of modern physics. Phase transitions are important for many different phenomena from ultra-cold atoms and solid-states to nuclear matter and cosmology. Especially the early universe features several phase transitions that are connected to the most fundamental aspects of physics like the separation of the four fundamental forces of nature or the decoupling of photons. The conditions in the early universe can be recreated in ultra-relativistic heavy-ion collisions. The matter in the collisions gets compressed and heated up until it reaches temperatures similar to the first few microseconds after the big bang. Heavy-ion collisions probe the properties of quantum chromodynamics (QCD), the theory of the strong interaction, and are the only possible way to create hot and dense QCD matter and to investigate the phase diagram of QCD.

Heavy-ion collisions - performed in the early 2000s at the Relativistic Heavy Ion Collider (RHIC) - reached collision energies not possible in previous heavy-ion experiments. The created matter showed properties never seen at lower beam energies and challenged the current understanding of heavy-ion physics [1, 2, 3, 4]. It was assumed that the collisions created a long predicted state of matter where quarks and gluons have been liberated from confinement [5, 6]. This new phase should appear once the density becomes large enough that individual hadrons overlap each other and the quarks - usually confined in hadrons - could then move freely in the hot and dense medium. This state of matter is called a Quark-Gluon Plasma (QGP).

The QGP can not be studied directly and exists only for a short period of time as an intermediate state in the heavy-ion collision. Once the fireball expands and the density decreases, individual hadrons will form again. Nevertheless, the existence of the QGP has consequences for the dynamics of the medium and will influence the final particle spectra. Possible signals are anomalies in the flow [7, 8, 9, 10], J/Ψ suppression [11], jet quenching [12, 13, 14] and variations in the strangeness production [15, 16, 17]. All these are indirect signals that get affected by the interactions in the hadronic medium. Further important signals are electromagnetic probes like photon and dilepton radiation, because they do practically not interact with the surrounding medium and leave the collision undisturbed [18, 19, 20, 21].

Originally it was believed that the QGP resembles a weakly interacting gas of massless partons, however, the matter created at RHIC, and later also at the Large Hadron Collider (LHC) at CERN, showed properties of a fluid. Indeed, relativistic hydrodynamics has been successful in describing the experimental data [22]. Moreover, viscous hydrodynamics...
namics found an almost vanishing ratio of shear viscosity over entropy density \( \eta/s \) close to the theoretical limit \( (\eta/s)_{KSS} = 1/4\pi \) \[23, 24, 25\], which indicates that the QGP is an almost perfect fluid and that the partonic medium is much stronger correlated than ordinary hadronic matter.

The strong interactions provide a big challenge for transport simulations of heavy-ion collisions which have to incorporate the partonic phase to successfully describe the ultra-relativistic collisions. Default hadronic transport models, traditionally based on the Boltzmann transport equation, are not suited for such strongly correlated systems \[26, 27, 28, 29\]. The QGP phase has to be described by more elaborate transport descriptions \[30, 31\] or in terms of relativistic hydrodynamics \[32, 33, 34\]. Both approaches require an underlying equation of state, which serves as direct input into the hydrodynamic simulations while transport approaches need it to define the dynamics of the system.

The calculation of the equation of state for a strongly interacting system is not a trivial task. Perturbative QCD calculations cover only the most extreme temperatures exceeding even the highest beam energies reachable at the LHC while effective models may miss important aspects of QCD. The most reliable source for the equation of state are lattice gauge theories and their application to QCD (lQCD). They provide non-perturbative information from first principle calculations and are the only approach that can solve full QCD. Simulations employing dynamical quarks are numerically very costly and become even more involved if the quark masses are small; only recently calculations with physical quark masses became feasible \[35, 36\]. At low temperatures the equation of state is well reproduced by a gas of non-interacting hadrons, but as the temperature increases further it shows a steep rise which indicates a change of the degrees of freedom and a transition from hadronic matter to the QGP. This transition is actually no real phase transition, but a smooth crossover at roughly \( T_c \approx 155 \text{ MeV} \) at vanishing chemical potential \( \mu \) \[37, 38, 39\].

A major drawback of lQCD is its limitation to vanishing chemical potential. However, one can access moderate chemical potentials in terms of Taylor expansions with the expansion coefficients calculated at \( \mu = 0 \). Currently these coefficients are known up to the 6th order \[40, 41, 42\] which limits the applicability of the Taylor expansion to \( \mu_B/T < 3 \). In heavy-ion collisions the realized baryon chemical potential \( \mu_B \) depends on the available energy in the fireball which gets converted into additional particles that decrease the net-baryon density in the system. The net-baryon densities at RHIC and LHC are almost vanishing and one probes -in good approximation- a system with vanishing chemical potential \( \mu_B \) where lQCD gives robust results.

With decreasing available energy less particles are produced and the overall net-baryon density increases. If the baryon chemical potential exceeds \( \mu_B/T \approx 3 \), the conditions can no longer be described by lQCD and one has to use other approaches like effective theories that share the properties and symmetries of full QCD, but allow for calculations at finite chemical potentials. Examples are the Nambu Jona-Lasinio (NJL) \[43, 44, 45, 46, 47\], Quark-Meson (QM) \[48, 49, 50, 51\] and chiral sigma models \[52, 53, 54, 55\] as well as more sophisticated approaches like Dyson-Schwinger Equations \[56, 57, 58, 59, 60\] and the Functional Renormalization Group \[61, 62, 63, 64, 65, 66, 67\]. Plenty of these
models predict a change in the QCD phase transition to a real first-order transition at large baryon chemical potentials, which implies a critical point in the QCD phase diagram. The possible existence of a critical point renewed the interest in heavy-ion collisions at intermediate beam energies, that probe the QCD phase diagram at large baryon chemical potentials. First experiments have been performed within the scope of the beam-energy scan program (BES) at RHIC [68, 69, 70]. This program performs heavy-ion collisions at varying beam energy which scan the QCD phase boundary at large $\mu_B$. However, the first phase of the BES reached only moderate baryon chemical potentials of $\mu_B < 450$ MeV that are still described by lQCD [71]. Since neither the lQCD predictions nor the experimental data showed signals of a first-order phase transition the critical point has to be located at even larger baryon chemical potentials ($\mu_B > 450$ MeV). These will be probed at even lower beam energies in the second phase of the BES program [72, 73] and at the future facilities FAIR (Facility for Antiproton and Ion Research) [74] and NICA (Nuclotron-based Ion Collider fAcility) [75].

Without lQCD predictions the only theoretical guidance at large baryon chemical potentials comes from effective theories and functional methods. These approaches require certain approximations and do not describe full QCD. Nevertheless, they are applicable to the whole QCD phase diagram. The aim of this thesis is to investigate the equation of state of hot and dense QCD matter using effective models with special emphasis on finite baryon chemical potentials. A substantial problem in the description of QCD is the change of the degrees of freedom with increasing net-baryon or energy density. Most approaches use either hadrons or partons and are not applicable to the other phase. Some approaches, for example Quark-meson models, employ both, but do not describe a dynamical hadron-parton transition [50, 76, 77]. Instead they incorporate quarks and meson as individual degrees of freedom and neglect baryons, which is not justified at large baryon chemical potentials. We will use a different strategy and describe each phase with their respective degrees of freedom, however, we use the equation of state as predicted by lQCD calculations as a guideline for defining the two approaches. This ensures that the hadronic and the partonic model share the same equation of state in the vicinity of the phase transition.

We describe the partonic phase with the Dynamical Quasiparticle Model (DQPM) which treats quarks and gluons as quasiparticles with medium-dependent complex selfenergies and Breit-Wigner spectral functions [78, 79]. The imaginary parts of the selfenergies encode scattering effects that go beyond the mean-field level considered in ordinary quasiparticle models [80, 81, 82]. The DQPM can not only describe the QCD equation of state, it reproduces also the correct behavior of the most important transport coefficients [81]. This ensures that the model is compatible with the bulk properties of partonic matter and reproduces also the correct dynamics in a partonic medium. However, quasiparticle models so far underestimate the equation of state at finite baryon chemical potential [82]. We here extend the DQPM to include momentum-dependent selfenergies that will ensure the correct perturbative limit of the propagators. Within this generalized quasiparticle model, denoted as DQPM$^*$, we can for the first time describe simultaneously the lQCD equation of state and baryon number susceptibility in a single quasiparticle approach [83, 84]. This enables us to apply the DQPM$^*$ also to
finite baryon chemical potential. We will use thermodynamic consistency to control the extension to higher chemical potentials.

The most common ansatz for hadronic thermodynamics is a gas of non-interacting hadrons. Following the work of Dashen, Ma and Bernstein attractive interactions between the hadrons can be described by the introduction of additional resonances as non-interacting particles [87]. Comparisons with IQCD results showed that this Hadron-Resonance Gas (HRG) can indeed reproduce the equation of state at low temperatures [88, 89, 90, 91]. A shortcoming of the model is the neglect of repulsive interactions. This is incompatible with the nuclear equation of state (at low temperatures) that requires a precise combination of attractive and repulsive interactions to ensure stable nuclear matter [92, 93]. The interactions in nuclear matter are mediated by meson exchange and not by the formation of resonances. We extend a model based on interacting nucleons to finite temperatures and similar to the HRG include the most important resonances as non-interacting particles, but neglect experimentally not well established states. The effects of these resonances are absorbed into the attractive interactions mediated by the scalar $\sigma$-meson. At large baryon chemical potentials this picture is indeed physically motivated while at large temperatures one has to interpret it as an attractive mean-field potential. This defines an interacting HRG (IHRG), which is a mean-field approach where the effects of the interactions are described by (real valued) scalar and vector selfenergies in the propagators. This is justified since hadronic matter is not as strongly correlated as partonic matter and the imaginary parts of the selfenergies are much smaller than in the DQPM. The interactions in a hadronic system can be deduced from actual measurements of hadronic cross sections [94, 95, 96, 97, 98, 99], that fix the dynamics of hadronic matter in accordance with experimental data and one can omit the comparison with transport coefficients that are essential in partonic models.

This work is organised as follows: In Sec. 2 we introduce the basics of many-body theory with a focus on the equilibrium state. In Sec. 3 we discuss the DQPM and present its extension to momentum-dependent selfenergies and to finite chemical potentials. The DQPM describes the thermodynamics of QCD, but can not access the order parameters of the QCD phase transition. We discuss the latter in Sec. 4 in terms of the effective Nambu Jona-Lasinio model (NJL). Both, the DQPM and the NJL use partonic degrees of freedom and are not suited to describe QCD at low temperatures. In Sec. 5 we investigate hadronic thermodynamics in terms of the HRG and relativistic mean-field theories. By combining both approaches we define the IHRG as an extension of the standard HRG that describes also the nuclear equation of state at low temperatures. In Sec. 6 we apply the DQPM/DQPM* and the IHRG to the whole QCD phase diagram and discuss the hadron-parton transition of QCD. In order to explore the region of the QCD phase diagram that is probed in central Au+Au (Pb+Pb) collisions for different invariant energies we employ PHSD transport calculations and extract the temperatures and the baryon chemical potentials in the collisions and evaluate the relative fraction of partonic and hadronic matter as a function of time. We will summarize this work in Sec. 7.

\footnote{We use natural units $\hbar = c = k_B = 1$ throughout this thesis.}
2 Overview of many-body physics

We investigate in this thesis in particular equilibrium properties of hot and dense QCD matter and give in this section a short introduction into the most important concepts of thermodynamics, many-body theory in and out-of equilibrium and the QCD phase diagram. This introduction is by far not complete and will be extended in the subsequent chapters when necessary.

2.1 Thermodynamic relations

For a many-body system in thermodynamic equilibrium the exact state of the system is not important. It is easier to described it by its energy, particle number and volume. Theoretically this is done by introducing an ensemble of microstates that all belong to the same macrostate defined by the macroscopic properties of the system. The real system is then realized by one of the microstates in the ensemble.

The three most important thermodynamic ensembles are the microcanonical, the canonical and the grand-canonical ensemble. The microcanonical ensemble describes a system with exactly known energy, particle number and volume. Popular examples are spin systems. In a canonical ensemble the energy is not known precisely, just its average value. The real energy of the system may fluctuate due to contact with a different ensemble (bath), but particle number and volume stay fixed. The ideal gas is described by a canonical ensemble and its average energy is determined by the particle number $N$ and the temperature $T$ of the bath,

$$U = \langle E \rangle = \frac{3}{2} NT.$$  \hspace{1cm} (2.1)

The temperature is related to the parameter $\beta = T^{-1}$ that has to be introduced as a Lagrange parameter and ensures that the microstates have different energies but give the correct average energy of the macrosystem. The Lagrange parameter $\beta$ is in terms of statistical mechanics the more fundamental quantity.

The third ensemble is the grand-canonical ensemble which is used to describe systems where neither the energy nor the particle number are fixed and both are only known by their averages. In the description of grand-canonical ensembles a new Lagrange parameter $\alpha$ emerges. It has to be introduced in the same way as $\beta$ to ensure that the average particle number of the macrostate is fixed. Instead of $\alpha$ one commonly uses the chemical potential $\mu = -\alpha/\beta$. QCD matter in thermodynamic equilibrium is usually
treated as a grand-canonical system with fluctuating gluon and quark densities in a fixed volume.

If the energy is only known by average, the system is described by the temperature; if the particle number is only known by average, it is described by the chemical potential. A microcanonical system depends on the energy, the particle number and the volume, a canonical system on the temperature, the particle number and the volume and a grand-canonical system on the temperature, the chemical potential and the volume. If one would additionally vary the volume one has to introduce an additional Lagrange parameter that is connected to the pressure of the system. Such a system with varying values of energy, particle number and volume depends on the temperature, the chemical potential and the pressure. The quantities that describe the ensembles are called the natural variables.

In a relativistic theory the chemical potential is no longer coupled to the particle number but to the net-fermion number, i.e. the difference between the fermion and antifermion number. In our everyday world without antimatter this becomes the particle number. Note that the number of bosons is not conserved and, as a consequence, there is no boson number chemical potential. Generally every conserved charge introduces an additional chemical potential. In QCD thermodynamics the relevant charges are the baryon number, the electric charge and the strangeness. The chemical potential \( \mu_i \) for a given particle reads

\[
\mu_i = B_i \mu_B + Q_i \mu_Q + S_i \mu_S,
\]

where \( B_i, Q_i \) and \( S_i \) are the baryon number, the electric charge and the strangeness of the particle and \( \mu_B, \mu_Q \) and \( \mu_S \) the corresponding chemical potentials. Depending on the physical situation the conserved charges can be either known exactly or by average, which requires a separate treatment of each charge. In QCD thermodynamics this emerges from the strangeness conservation of the strong interaction. While the light quarks are treated in a grand-canonical way, the strange quarks are sometimes treated canonically with their particle number fixed to \( N_s = 0 \).

The probability of a microstate in a canonical or grand-canonical ensemble is given by

\[
p_{c,i} = \frac{1}{Z_c} \exp(-\beta E_i), \quad p_{g,i} = \frac{1}{Z_g} \exp(-\beta E_i - \alpha N_i),
\]

where \( E_i \) is the total energy of the microstate and \( N_i \) the particle number. In a microcanonical ensemble all microstates have the same probability. The normalization constants in Eq. (2.3) are the partition sums of the canonical and the grand-canonical ensemble,

\[
Z_c = \sum_i \exp(-\beta E_i), \quad Z_g = \sum_i \exp(-\beta E_i - \alpha N_i).
\]

The sums run over all possible microstates and have to be interpreted either as a summation over discrete quantum states or as an integration over continuous variables or even fields. From the probabilities \( p_i \) one can determine the entropy \( S \) of the ensembles,

\[
S = -\sum_i p_i \ln p_i,
\]
2.1. **THERMODYNAMIC RELATIONS**

which can be expressed as a function of the partition sums,

\[ S_c = \ln Z_c - \beta \frac{\partial}{\partial \beta} \ln Z_c, \quad S_g = \ln Z_g - \beta \frac{\partial}{\partial \beta} \ln Z_g - \alpha \frac{\partial}{\partial \alpha} Z_g. \]  

(2.6)

By rewriting the entropy one can derive the thermodynamic potential, a function of the natural variables of the ensemble from which all other thermodynamic quantities follow by differentiation. The canonical potential is called the free energy \( F \) and is a function of the temperature \( T \), particle number \( N \) and the volume \( V \), the grand-canonical potential \( \Omega \) is a function of the temperature \( T \), the chemical potential \( \mu \) and the volume \( V \). The thermodynamic potentials are always obtained from the logarithm of the partition sums \( Z \).

\[ F = -T \ln Z_c = U - TS, \]  

(2.7)

\[ \Omega = -T \ln Z_g = E - TS - \mu N. \]  

(2.8)

By inserting the thermodynamic definition of the energy

\[ E = TS - PV + \mu N \]  

(2.9)

into the grand-canonical potential one finds the useful relation

\[ \Omega = -PV \quad \text{or} \quad P = \frac{\Omega}{V}. \]  

(2.10)

More important than the actual values of the thermodynamic potentials are their differential forms,

\[ dF = -SdT - PdV + \mu dN, \]  

(2.11)

\[ d\Omega = -SdT - PdV - Nd\mu. \]  

(2.12)

It is important to note, that no other variables are allowed to appear in Eqs. (2.11) and (2.12). That means if a thermodynamic potential depends on an additional function, the derivative with respect to that function has to vanish to preserve the thermodynamic consistency. From the differential forms of the potentials one can read the thermodynamic relations for a canonical

\[ \left. \frac{dF}{dT} \right|_{V,N} = -S, \quad \left. \frac{dF}{dV} \right|_{N,T} = -P, \quad \left. \frac{dF}{dN} \right|_{T,V} = \mu \]  

(2.13)

and a grand-canonical system

\[ \left. \frac{d\Omega}{dT} \right|_{V,\mu} = -S, \quad \left. \frac{d\Omega}{dV} \right|_{\mu,T} = -P, \quad \left. \frac{d\Omega}{d\mu} \right|_{T,V} = -N. \]  

(2.14)

\[ ^2 \text{In the grand-canonical ensemble the average energy is abbreviated as } E, \text{ while in the canonical ensemble it is referred to as the internal energy } U. \]  

However, both describe the same physical quantity.
The canonical and the grand-canonical ensembles seem equivalent for vanishing particle number, but this is not the case. The average particle number $\langle N \rangle$ may vanish in the grand-canonical ensemble, but its fluctuations are still finite

$$\langle N^2 \rangle - \langle N \rangle^2 \neq 0.$$  (2.15)

If the thermodynamic potentials have continuous second derivatives it follows from Schwarz theorem that one can commute the order of the differentials. This leads to a series of thermodynamic relations known as Maxwell relations. Most important for this thesis is the relation between the entropy and the particle number in the grand-canonical framework,

$$\frac{\partial^2 \Omega}{\partial T \partial \mu} = \frac{\partial^2 \Omega}{\partial \mu \partial T} = \frac{\partial S}{\partial \mu} = \frac{\partial N}{\partial T}.$$  (2.16)

While all real systems take place in a finite volume it is theoretically easier to work within an infinite volume. This special case is called the thermodynamic limit. We reach it by taking the volume to infinity while simultaneously increasing the energy and the particle number, keeping the energy and particle density as well as the density of the thermodynamic potential fixed:

$$V \to \infty, \quad \Omega \to \infty, \quad \frac{\Omega}{V} = \text{const}.$$  (2.17)

The energy $E$ and particle number $N$ become meaningless in this limit and the relevant quantities are now their densities. To get reasonable quantities we have to divide all formulae by the volume $V$. Following Eqs. (2.10) and (2.12) we get $P = -\Omega/V$,

$$\frac{dP}{dT} = S/V = s$$  (2.18)

and

$$\frac{dP}{d\mu} = N/V = n,$$  (2.19)

that hold for grand-canonical systems in an infinite volume. We also have to divide the Maxwell relation (2.16) by the volume and get

$$\frac{\partial s}{\partial \mu} = \frac{\partial n}{\partial T}.$$  (2.20)

The energy density follows from Eq. (2.9) and is given by

$$\epsilon = E/V = (TS - PV + \mu N)/V = Ts + \mu n - P.$$  (2.21)

Every equilibrium theory that we discuss in this thesis is calculated in the thermodynamic limit. We will therefore no longer differentiate between the density of the potential and the potential itself. Our goal is always to derive the thermodynamic potential, i.e. the negative pressure ($-P$). We can then apply the relations (2.18), (2.19) and (2.21) and calculate the thermodynamic quantities of the system.
2.2 Systems in equilibrium

After establishing the basic thermodynamic relations we have to answer the question how to calculate the thermodynamic potential for a given theory. For quantum field theories it is common nowadays to use the path integral formalism, see Refs. [100, 101] for an introduction. One defines a generating functional

\[ Z' = N \int \mathcal{D}\bar{\Psi} \mathcal{D}\Psi \mathcal{D}\phi \exp (iS) = N \int \mathcal{D}\bar{\Psi} \mathcal{D}\Psi \mathcal{D}\phi \exp \left( i \int d^4x \ L(\bar{\Psi}, \Psi, \phi) \right), \] (2.22)

where \( S \) is the action defined by the Lagrangian \( L \) of the theory and \( N \) a normalization constant, that we drop from here on. \( \mathcal{D}\bar{\Psi} \mathcal{D}\Psi \) stands for a functional integration over all possible paths of the fermion and the antifermion fields while \( \mathcal{D}\phi \) is the functional integration over all possible paths of the bosonic fields. In case of gauge theories the bosonic integration includes also the gauge fields. The functional integrations have to be performed for all fields appearing in the Lagrangian. Green’s functions, that are the correlation functions of the theory, can be calculated from the generating functional by means of functional derivatives.

Rotating the time integration of the Lagrangian into the complex plane by the substitution \( \tau = it \) (Wick rotation) one finds that the generating functional is equal to the partition function of statistical mechanics [100, 102],

\[ Z = \int \mathcal{D}\bar{\Psi} \mathcal{D}\Psi \mathcal{D}\phi \exp \left( \int_0^\beta d\tau \int d^3x \ (L + \mu \bar{\Psi}^\dagger \Psi) \right). \] (2.23)

The temperature is introduced via the inverse parameter \( \beta = 1/T \) in the upper integration limit. Thermal Green’s functions fulfill certain boundary conditions after the Wick rotation, denoted as Kubo-Martin-Schwinger relations, that turn the infinite integration finite [103, 104]. In case of the grand-canonical partition function one has to introduce a chemical potential \( \mu \) for every conserved charge in the system. Formula (2.23) connects the underlying dynamics of the theory, defined by the Lagrangian \( L \), with the thermodynamic properties. By taking the logarithm of the partition function one obtains the thermodynamic potential from which all other quantities follow. The generating functional \( Z' \) is defined even out-of-equilibrium, but the rotation to the imaginary time axis defines \( Z \) only for systems in thermodynamic equilibrium [105, 106].

In general it is not possible to evaluate the partition function (2.23) and to access the equation of state. However, there are some cases where the path integral can be solved analytically. The most relevant ones are for non-interacting systems of fermions or bosons. The Lagrangian of free scalar bosons of mass \( m \) reads

\[ L = \frac{1}{2} \partial_\mu \phi \partial^\mu \phi - \frac{1}{2} m^2 \phi^2 \] (2.24)

and the Lagrangian of free spin-1/2 fermions (with mass \( m \)) reads

\[ L = \bar{\Psi} (i\gamma_\mu \partial^\mu - m) \Psi, \] (2.25)
with $\phi$ denoting the boson field and $\Psi$ the fermion spinor, respectively. The bosonic field $\phi$ is a scalar that fulfills the Klein-Gordon equation and the fermionic fields $\Psi$ and $\bar{\Psi}$ are Dirac spinors that fulfill the Dirac equation. The four components of $\Psi$ and $\bar{\Psi}$ describe fermions and antifermions with spin $1/2$ or spin $-1/2$. The Dirac matrices $\gamma^\mu$ are $4 \times 4$ matrices in spinor space that fulfill the Dirac algebra $\{\gamma^\mu, \gamma^\nu\} = 2g^{\mu\nu}1_4$ with the Minkowski metric $g^{\mu\nu} = (+-+-)$.

We will not demonstrate the explicit evaluation of the path integral, for this we refer to Ref. [107], however, we want to emphasize an important intermediate result, i.e. the partition function in terms of the free propagators,

$$\ln Z_0^B = -\frac{1}{2} \text{Tr} \ln D_0^{-1}, \quad \ln Z_0^F = \text{Tr} \ln S_0^{-1}, \quad (2.26)$$

with the free bosonic propagator $D_0$ and the free fermionic propagator $S_0$,

$$D_0 = -\frac{1}{p^2 - m^2}, \quad S_0 = -\frac{1}{\gamma^\mu p^\mu - m} = -\frac{\gamma^\mu p^\mu + m}{p^2 - m^2}. \quad (2.27)$$

The bosonic propagator $D_0$ is a scalar, the fermionic propagator $S_0$ is a matrix in spinor space.

The thermodynamic potential for a non-interacting gas of bosons is given by

$$\frac{\Omega_0}{V} = -\frac{T}{V} \ln Z_0^B = \int \frac{d^3p}{(2\pi)^3} \left[ \frac{1}{2} \omega_p + T \ln \left( 1 - e^{-\omega_p/T} \right) \right]. \quad (2.28)$$

The first part of the expression (2.28) is divergent but independent from the temperature $T$ and the chemical potential $\mu$. It will vanish when taking any derivatives and one may drop it.

The thermodynamic potential for a non-interacting gas of fermions is given by

$$\frac{\Omega_0}{V} = -\frac{T}{V} \ln Z_0^F = 2 \int \frac{d^3p}{(2\pi)^3} \left[ -\omega_p - T \ln \left( 1 + e^{-(\omega_p + \mu)/T} \right) \right], \quad (2.29)$$

$$\quad -T \ln \left( 1 + e^{-(\omega_p + \mu)/T} \right),$$

where we again get a divergent but constant term that we may drop. The factor of two reflects the two spin states of the spin-$1/2$ fermions. The energy $\omega(p) = \omega_p$ of the bosons and fermions is given by the dispersion relation for relativistic particles $\omega_p^2 = p^2 + m^2$, respectively, $\omega_p = \sqrt{p^2 + m^2}$.

We will now use the thermodynamic potentials for the non-interacting theories to derive the other thermodynamic quantities. We start with the pressure that is identical to the negative potential (2.10). The pressure -without the divergent parts- for a single particle species (without degeneracy) in a unified expression is given by

$$P = \mp T \int \frac{d^3p}{(2\pi)^3} \ln \left( 1 \mp \exp \left( \frac{-\omega_p - \mu}{T} \right) \right), \quad (2.30)$$

where the upper/lower sign stands for bosons/fermions. To get the pressure for a gas of bosons one has to omit the chemical potential while for a gas of fermions one has to
add the pressure for negative chemical potentials to account for the antifermions. The entropy density \( s \) and the particle density \( n \) follow from the pressure by the relations (2.18) and (2.19), the energy density follows from Eq. (2.21).

Another quantity of interest is the "interaction measure" \( I \), which is an indicator for the interaction strength of the system,

\[
I = \epsilon - 3P. \tag{2.31}
\]

Another name of the "interaction measure" is "trace anomaly" \( W \). It is equal to the trace of the energy momentum tensor, that should vanish for an ideal fluid, but has a finite value for QCD. For zero chemical potential it can be written as \( I = Ts - 4P \) and fulfills the relation

\[
\frac{\partial}{\partial T} \left( \frac{P}{T^4} \right) = \frac{s}{T^4} - \frac{4P}{T^5} = \frac{I}{T^5}. \tag{2.32}
\]

The simple form of the pressure (2.33) allows us to give closed expressions for all mentioned quantities. We use additionally partial integration on the logarithms to rewrite them into a simpler form. This leads to the following formulae:

\[
P = \frac{1}{2\pi^2} \int_0^\infty dp \left( \frac{p^4}{3\omega_p} n_{B/F}(\omega_p) \right), \tag{2.33}
\]

\[
s = \frac{1}{2\pi^2 T} \int_0^\infty dp \left( \frac{p^2}{\omega_p} n_{B/F}(\omega_p) - \mu n_{B/F}(\omega_p) \right), \tag{2.34}
\]

\[
n = \frac{1}{2\pi^2} \int_0^\infty dp p^2 n_{B/F}(\omega_p), \tag{2.35}
\]

\[
\epsilon = \frac{1}{2\pi^2} \int_0^\infty dp p^2 \omega_p n_{B/F}(\omega_p), \tag{2.36}
\]

\[
I = \frac{1}{2\pi^2} \int_0^\infty dp p^2 \frac{m^2}{\omega_p} n_{B/F}(\omega_p), \tag{2.37}
\]

where \( n_{B/F} \) are the common Bose/Fermi-distribution functions,

\[
n_B(\omega) = \frac{1}{\exp(\omega/T) - 1}, \quad n_F(\omega) = \frac{1}{\exp((\omega - \mu)/T) + 1}, \tag{2.38}
\]

that give the probability that a state with the energy \( \omega \) is occupied in the thermal medium. The distribution function for antifermions is given by reversing the sign of the chemical potential in the Fermi-distribution function, \( n_{\bar{F}}(T, \mu, \omega) = n_F(T, -\mu, \omega) \).

The above formulae are valid as long as the masses of the particles are independent from the temperature, the chemical potential and the momentum. They are a good approximation for systems with very weak interactions. Nevertheless, one can also use them for systems with strong interactions. Plenty of theories (in mean-field approximation) can be rewritten in a form where they resemble a non-interacting theory.

\footnote{Some authors abbreviate the interaction measure/trace anomaly as \( W \).}
An important limit of the non-interacting theory is the Stefan-Boltzmann limit of massless particles \((m \to 0)\). The energy of the particles is then given by their momentum \(\omega_p = |\mathbf{p}|\). The interaction measure vanishes in the Stefan-Boltzmann limit, i.e. \(I = 0\), and the energy and the pressure are related by \(\epsilon = 3P\). The entropy at vanishing chemical potential becomes \(s = 4P/T\). For the special case of vanishing chemical potential we are able to solve the integrals analytically. The Stefan-Boltzmann limit for a single particle species without degeneracy is:

\[
\frac{P_B}{T^4} = \frac{\pi^2}{90}, \quad \frac{P_F}{T^4} = \frac{7\pi^2}{720}, \quad (2.39)
\]

\[
\frac{\epsilon_B}{T^4} = \frac{\pi^2}{30}, \quad \frac{\epsilon_F}{T^4} = \frac{7\pi^2}{240}, \quad (2.40)
\]

\[
\frac{s_B}{T^3} = \frac{2\pi^2}{45}, \quad \frac{s_F}{T^3} = \frac{7\pi^2}{180}, \quad (2.41)
\]

\[
\frac{n_B}{T^3} = \frac{\zeta(3)}{\pi^2}, \quad \frac{n_F}{T^3} = \frac{3\zeta(3)}{4\pi^2}. \quad (2.42)
\]

The density \(n\) in this case is not the thermodynamic density, which has to be zero at vanishing chemical potential, but the actual particle density. The function \(\zeta\) is the Riemann zeta function with \(\zeta(3) \approx 1.202\). Note that the fermionic quantities do not include the antifermion contributions.

The Stefan-Boltzmann limit is the upper limit for any theoretical system since no interacting theory can exceed it. For \(N_f = 2 + 1\) QCD, consisting of 36 fermions and 16 bosons, the Stefan-Boltzmann limit is:

\[
\frac{P_{\text{QCD}}^{\text{SB}}}{T^4} = \frac{19}{36}\pi^2, \quad \frac{\epsilon_{\text{QCD}}^{\text{SB}}}{T^4} = \frac{19}{12}\pi^2, \quad \frac{s_{\text{QCD}}^{\text{SB}}}{T^3} = \frac{19}{9}\pi^2. \quad (2.43)
\]

Many physical systems have more than one equilibrium state. If this is the case the system can undergo a phase transition where it changes from one phase into another. The physical system realized in nature is the one that minimizes the thermodynamic potential. Because the potential depends on the environment, also the thermodynamically stable phase does. Water for example can exist as a gas, a liquid or a solid, depending on the temperature. However, the known transition temperatures of water are not fixed by nature but depend also on the pressure. They might vary considerably from the ones we know under normal atmospheric pressure. The phase structure of a system is summarized in its phase diagram, that indicates the thermodynamic stable phase as a function of the environment. Fig. 2.1 shows the phase diagram of water as a function of the pressure and the temperature.

Different phases are distinguished by an order parameter that changes at the phase boundary. If the change is discontinuous the transition is called a first-order phase transition, if the order parameter changes continuously but one of the derivatives is discontinuous, it is called a second or higher-order phase transition and if the order parameter changes continuously at all orders, it is called a crossover. The water/ice transition is a first-order phase transition with a discontinuity in the density, a popular
2.3 Fundamental properties of QCD

In modern physics all fundamental interactions -except for the gravitation- are described by quantum field theories. The fundamental theory of the strong interaction is quantum chromodynamics (QCD). We will give in this section only a short overview over QCD.
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Figure 2.2: The fundamental QCD processes. Straight lines illustrate quarks, curly lines gluons.

and its phase structure; for an extensive introduction we refer to Refs. [100, 108, 109]. QCD describes the interactions between quarks. Each quark carries a color charge and is in one of three different color states denoted as red, blue and green. The interaction is the same for each color and also independent of the quark flavor. A color neutral state can be achieved by two different ways. A color charge can be canceled by the corresponding anticolor or by combining all three color states. The latter is not possible in QED, since the electric charge has only one charge state. Due to the three charge states it is not possible to describe QCD with an abelian gauge theory, instead one has to employ an $SU(N_c)$ non-abelian gauge theory with $N_c = 3$ for the three color states. This causes the exchange bosons of QCD, the gluons, to carry a color and an anticolor. Nevertheless, they can not become color neutral or they could not interact with the quarks. This constraint prohibits one of the possible color-anticolor combinations of the gluons, leading to $N_c^2 - 1 = 8$ different gluon states.

The Lagrangian of QCD is given by

$$L_{QCD} = \bar{\Psi} \left( i\gamma^\mu \left( \partial_\mu - i g T^a A^a_\mu \right) - \hat{m}_0 \right) \Psi - \frac{1}{4} G^a_{\mu\nu} G^{a\mu\nu},$$

(2.44)

with the gluonic field strength tensor

$$G^a_{\mu\nu} = \partial_\mu A^a_\nu - \partial_\nu A^a_\mu + g f^{abc} A^b_\mu A^c_\nu,$$

(2.45)

where $A^a_\mu$ denotes 8 massless gauge fields ($a = 1, \ldots, 8$) describing the gluons. The Gell-Mann matrices $T^a$ are traceless matrices in color space and the generators of the $SU(3)$ group. The structure constants $f^{abc}$ are defined by the algebra $[T^a, T^b] = i f^{abc} T^c$. They vanish in an abelian gauge theories, but are finite in QCD. In (2.44) $\hat{m}_0$ stands for the bare fermion mass matrix.

QCD embeds three fundamental processes, a quark-gluon interaction, a 3-gluon interaction and a 4-gluon interaction, see Fig. 2.2. The gluonic selfinteractions emerge due to the non-abelian nature of the theory in form of the non-vanishing structure constants. The strength of all three interactions is controlled by the coupling constant $g$. It is very large ($g > 1$) making QCD a strongly interacting theory. However, the gluonic selfinteractions introduce anti-screening effects that decrease the coupling logarithmically for larger energy and smaller length scales [110, 111]. The large coupling constant has severe consequences for the properties of QCD.

$^4$Antiquarks carry an anticolor charge denoted as antired, antiblue and antigreen.
attraction between colored particles is so strong, that they form colorless boundstates. The ground state of QCD is not composed of quarks and gluons, but of hadrons. One distinguishes mesons, that are bound states composed of a quark and an antiquark, and baryons, that are composed of three quarks. Quarks and gluons appear only in the most energetic events where the coupling constant becomes small. Unlike other bound states it is not possible to separate a hadron into its constituents and a single quark or gluon has never been observed experimentally. This feature is called confinement. The mechanism behind confinement is still investigated and not fully understood, however, it is sufficient to describe low-energy QCD in terms of hadrons.

The strong interactions between the quarks induces also a non-vanishing quark condensate $\langle \bar{\Psi} \Psi \rangle$. This condensate is created by the spontaneous breaking of chiral symmetry, an exact symmetry of the QCD Lagrangian in the chiral limit of vanishing quark masses $m_q \to 0$. This limit is almost fulfilled if one neglects the heavy quarks and considers only up, down and strange quarks $(u,d,s)$, as usually done in heavy-ion physics. Chiral symmetry breaking is extremely important for the phenomenology of the light mesons. The spontaneous breaking of chiral symmetry leads to eight massless Goldstone bosons, which are the eight mesons of the $0^-$ octet. Since the symmetry is also explicitly broken by the quark masses, these mesons gain non-vanishing but small masses, which are still considerably smaller than the nucleon mass. A special case is the $\eta'$ meson, a $0^-$ meson that belongs to a symmetry which is broken by a quantum anomaly. It is therefore not a Goldstone boson and has a large mass of $m_{\eta'} = 958$ MeV. This highlights the importance of chiral symmetry.

Chiral symmetry breaking introduces differences in hadrons with opposite parities which leads to different masses of the two parity states. Examples are the $\rho (1^-)$ and the $a_1 (1^+)$ and the pion ($0^-$) and the $\sigma (0^+)$ meson. The spontaneous breaking has also an effect on the quarks. They gain a dynamically generated mass of $m_u,d \approx 350$ MeV, respectively, $m_s \approx 500$ MeV. This explains the huge discrepancy between the bare and the constituent quark masses. The quark condensate acts as an order parameter of chiral symmetry breaking. It is defined by the trace of the quark propagator or equivalently as the derivative of the thermodynamic potential with respect to the bare quark masses,

$$\langle \bar{\Psi} \Psi \rangle = \frac{T}{V} \text{Tr}[S] = \frac{\partial \Omega}{\partial m_0}.$$

In the vacuum the light quark condensate has a value of $\langle \bar{u}u \rangle = \langle \bar{d}d \rangle \approx (-230 \text{ MeV})^3$. Chiral symmetry gets eventually restored at large temperatures and chemical potentials and the condensate vanishes. This causes the hadrons with opposite parities to become degenerate. As the symmetry gets restored the spectral functions of these hadrons should converge against each other and become identical in case of full restoration of the symmetry, thus changing the properties of the hadrons in a hot and dense medium.

A thermal medium has also an effect on confinement. As the system becomes hotter
Figure 2.3: Sketch of the QCD phase diagram in the $T$-$\mu$ plane. The dashed line is the crossover transition between the confined hadronic medium with broken chiral symmetry and the deconfined partonic medium with restored chiral symmetry. The full line indicates where the transition might be of first order. The dot between both kinds of transitions is the critical end point. The transition in the confined phase indicates the liquid-gas transition of nuclear matter; the dot shows the end point of the transition. Additional phases like color superconductivity might play a role at large chemical potentials. The figure is taken from Ref. [116].

and denser, the hadrons are packed closer together, eventually overlapping each other. If this happens, one can no longer distinguish between individual hadrons and the quarks can move freely in the medium [5, 6]. This Quark-Gluon Plasma (QGP) is a state of matter where quarks and gluons are no longer confined and act as the normal degrees of freedom. An order parameter of the deconfinement transition is the Polyakov loop $\langle L \rangle$ which is the trace of a Wilson line along a closed loop in the time direction. It is only well defined in Euclidean time. In the heavy-quark limit the Polyakov loop is connected to the free energy of a single quark $F_q$ [117, 118] by

$$\langle L \rangle = \exp(-\beta F_q).$$

In the confined phase it is not possible to find a single quark, thus $F_q$ is infinite and the Polyakov loop is zero. A non-zero Polyakov loop implies a finite $F_q$ and it would be possible to find single quarks; $\langle L \rangle \neq 0$ is therefore an indication for deconfinement. QCD will change from a confined phase with broken chiral symmetry in the vacuum to
a deconfined phase with restored chiral symmetry at high temperatures and chemical potentials. A still open question is the order of the phase transition. Reliable information are only available at finite temperature and vanishing chemical potential, where the phase transition has been studied using lQCD. It has been shown that both transitions happen around the same critical temperature $T_c \approx 155 \pm 5$ MeV \cite{38, 39}. Furthermore, the transition in both cases is not a real phase transition but a rapid crossover, such that we expect a mixed phase composed of partons and hadrons in the vicinity of the critical temperature. This is consistent with lQCD calculations of the equation of state that show no signals of a phase transition, just a rapid increase of the dimensionless equation of state around $T_c$, which indicates a change of the degrees of freedom \cite{35}. At finite chemical potential lattice calculations are prevented by the sign problem and the properties of the phase transition are unknown. Arguments from effective QCD-like theories suggest a critical end point at which the crossover transition turns into a real first-order phase transition \cite{43, 50, 60, 76, 119, 120, 121, 122}. Fig. 2.3 shows a sketch of such a QCD phase diagram, where the restoration of chiral symmetry and the deconfinement transition occur always simultaneously. This is only suggested at vanishing chemical potential. There are also indications for a phase where partons are still confined but chiral symmetry is restored \cite{123, 124}. This implies a separation of the two transitions \cite{125}. Also completely new phases like color superconductivity have been predicted at large baryon chemical potentials and low temperatures, see Refs. \cite{44, 126, 127} and references therein. However, neither one of these phases nor the existence of the critical end point have been confirmed experimentally. It is also possible that the transition stays a crossover throughout the whole phase diagram.

2.4 Lattice QCD

Strongly correlated systems like QCD have to be treated in a non-perturbative framework. One of the most powerful non-perturbative approaches are lattice gauge theories. This approach allows for ab initio calculations of any given quantum field theory. A comprehensive introduction into lattice theories can be found in Refs. \cite{128, 129, 130}. Lattice gauge theories use the connection between the generating functional (2.22) and the partition function (2.23), that is given by a Wick rotation $t \rightarrow -i\tau$,

$$Z' = \int D\bar{\Psi}D\Psi DA \ exp (iS) \xrightarrow{t=-i\tau} Z = \int D\bar{\Psi}D\Psi DA \ exp (-S_E). \quad (2.48)$$

This rotation corresponds to a change from a Minkowski to an Euclidean metric. The action $S$ in the generating functional is the action in Minkowski space, the action $S_E$ in the partition function is the action in Euclidean space. Also the form of the exponential changes after the Wick rotation. In $Z'$ the exponent is imaginary and the exponential oscillates, in $Z$ the exponential takes the form of a Boltzmann-distribution. This allows the application of methods from statistical physics to evaluate the integral. Paths with small actions give larger contributions to the path integral. The path with the lowest
action is the classical path, the other paths describe corrections from quantum fluctuations.

In lattice calculations the path integral is solved on a discretized space-time grid. The discretization introduces an ultra-violet momentum cutoff, that regularizes the theory. The largest possible momentum on the lattice is \( p_{\text{max}} = \pi/a \), where \( a \) is the distance between two grid points. The full theory is only recovered in the continuum limit \( a \to 0 \) (when possible). In practical calculations one performs simulations for different lattice spacings and extrapolates the results to the continuum limit \( a = 0 \) \cite{36}. The path integral is approximated by a sum over lattice configurations. Each configuration corresponds to a different path of the fields in the path integral \( (2.48) \). They are generated by assigning random numbers for each field to all space-time points on the grid. Each quark field contains four Dirac components for each of the three color charges for each quark flavor. Including up, down and strange quarks this leads to \( 4 \times N_c \times N_f = 36 \) components that have to be assigned to each of the grid points. The gluon fields are not described by the actual gauge fields \( A_\mu \), but by link variables \( U_\mu \),

\[
U_\mu = \exp(i g A_\mu a),
\]

that live on the links between two grid points. The link variables are unitary \( 3 \times 3 \) matrices that encode the 8 gluonic degrees of freedom. Every closed loop of link variables is automatically gauge invariant. It is essential to generate configurations with small actions for a good approximation of the full path integral. This is usually done via importance sampling, for example with the Metropolis algorithm \cite{131,132}.

If the different configurations are generated, one calculates observables by weighting them with the exponential of the action,

\[
\langle O \rangle = \frac{1}{Z} \int \mathcal{D}\bar{\Psi} \mathcal{D}\Psi \mathcal{D}A \ O(\bar{\Psi},\Psi,A) \exp(-S_E) \approx \frac{1}{N_{\text{conf}}} \sum_{i=1}^{N_{\text{conf}}} O_i \exp(-S_{E,i}). \tag{2.50}
\]

The generated configurations and the observables depend on the discretized action. There is no unique choice for the discretized action of QCD, but it has to reproduce the physical action in the continuum limit. As long as the results are not continuum extrapolated they correspond not to real QCD and should only be handled with utmost care.

Due to the discretization of space-time all dimensional observables are given in units of the lattice spacing \( a \). It is therefore common to present results from lattice calculations as dimensionless ratios where the dependences on the lattice spacing cancel. In case of the equation of state, the results are usually scaled by powers of the temperature. However, it is still necessary to determine the value of the lattice spacing. The bare masses of the quarks, which enter the simulations as parameters, are dimensional quantities. To set them to their physical values one requires the value of the lattice spacing \cite{133}. This scale setting has to be done in separate vacuum simulations. One calculates an observable that is experimentally known and the value of the lattice spacing follows from a comparison between the experiment and the value in lattice units. Possible observables
for the scale setting are the string tension $\kappa$ between two heavy quarks or the pion or kaon decay constants ($f_\pi, f_K$). Which observable is chosen is not important since each choice should lead to the same result in the continuum limit. However, by determining the scale for different observables, one can check the validity of the continuum extrapolation, see Ref. [36].

One difficulty in lattice QCD (lQCD) simulations is the inclusion of dynamical quarks. While simulations with only gluons (Yang-Mills simulations) and infinitely heavy quarks (quenched simulations) are well established, this is not the case for simulations with fully dynamical quarks (unquenched simulations). In order to describe the correct quantum statistics of fermions, quarks have to be treated as Grassmann variables, scalar numbers that fulfill anticommutation relations. Currently it is impossible to use these variables in actual calculations. To include dynamical quarks in the simulations, one has to transform the Grassmann variables into normal variables. This is done via an integral transformation,

$$\int \mathcal{D}\bar{\Psi}\mathcal{D}\Psi \exp\left(-\bar{\Psi}\hat{M}\Psi\right) = \text{det}(\hat{M}) = \frac{1}{\text{det}(\hat{M}^{-1})} = \int \mathcal{D}\phi^\dagger \mathcal{D}\phi \exp\left(-\phi^\dagger\hat{M}^{-1}\phi\right).$$

(2.51)

The fields $\phi^\dagger$ and $\phi$ are pseudo-fermions that describe fermionic degrees of freedom, but commute like bosonic degrees of freedom. The operator $\hat{M}$ is the inverse quark propagator which in the lattice framework is a high dimensional matrix. For the transformation from Grassmann to normal variables one has to invert this matrix. This step is numerically extremely expensive and the reason for the difficulties in unquenched lattice studies. The inversion becomes even more complicated for lower quark masses. Unfortunately, physical quark masses are very small and unquenched calculations with physical masses require tremendous calculational resources. In actual calculations one sets the heavier strange quark mass to its physical value and uses a fixed ratio between the light and the strange quark mass. The physical light quark mass is reached for a ratio $m_{u,d}/m_s = 1/27$. If the ratio is larger, one will find unphysical heavy pion masses, since they are very sensitive to the actual values of $m_{u,d}$. Note that simulations of full QCD should reproduce the physical pion mass $m_\pi \approx 140$ MeV.

Lattice calculations are subject to two serious limitations. The first restriction concerns the use of an Euclidean metric with an imaginary time. This limits the approach to calculations in the thermodynamic equilibrium [105, 106]. The other restriction concerns simulations at finite chemical potential $\mu$, that are prevented by the infamous sign-problem. If one introduces a chemical potential, the fermion determinant in Eq. (2.51) becomes complex and the exponentiated action loses its interpretation as a probability distribution, which is necessary to connect the approach to statistical physics. So far lQCD calculations are limited to studies with vanishing chemical potential or purely imaginary $\mu$. An introduction to lQCD at finite chemical potential can be found in Ref. [134]. Despite these limitations, lQCD is still among the most powerful tools to study QCD. The results from the calculations are often unrivaled and the only way to study full QCD in a non-perturbative framework.

The most important result for this thesis is the QCD equation of state. One determines
Figure 2.4: Comparison between the lattice equation of state for $s/(4T^4)$, $P/T^4$ and $(\epsilon - 3P)/T^4$ calculated from the the stout action from Ref. [90] and the HISQ/tree action from Ref. [91]. Both results agree within their error bars. The figure is taken from Ref. [91].

it from the interaction measure, that is (in the lattice framework) the derivative of the thermodynamic potential with respect to the lattice spacing [129],

$$I = \frac{T}{V} \frac{d \ln Z}{d \ln a}.$$  (2.52)

Once the interaction measure is known one can use the thermodynamic relations presented in Sec. 2.1 and 2.2 to determine the equation of state. At vanishing chemical potential all thermodynamic functions are connected and it is sufficient to know one function to determine the whole equation of state. This changes at finite chemical potential where one requires at least two thermodynamic functions. The equation of state of QCD was recently calculated by two separate groups, the Wuppertal-Budapest [90] and the HotQCD collaboration [91]. We show their continuum extrapolated predictions in Fig. 2.4. Both groups used different lattice setups, but their results agree within error bars. This led to the common believe that their results describe indeed the proper equation of state of QCD. We will use the equation of state of the Wuppertal-Budapest collaboration from Ref. [90] as benchmark for the QCD equation of state. It was determined in a larger temperature range using physical light quark masses. The HotQCD collaboration had larger light quark masses leading to slightly enhanced pion masses $m_\pi \approx 160$ MeV.

The Wuppertal-Budapest collaboration provided a parametrization of their results in
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terms of the scaled interaction measure,

\[ I(T) \frac{T^4}{\bar{T}^4} = \exp(-h_1/t - h_2/t^2) \cdot \left( h_0 + \frac{f_0 (\tanh (f_1 \cdot t + f_2) + 1)}{1 + g_1 \cdot t + g_2 \cdot t^2} \right), \]  

(2.53)

with \( t = T/200 \) MeV and:

<table>
<thead>
<tr>
<th>( h_0 )</th>
<th>( h_1 )</th>
<th>( h_2 )</th>
<th>( f_0 )</th>
<th>( f_1 )</th>
<th>( f_2 )</th>
<th>( g_1 )</th>
<th>( g_2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1396</td>
<td>-0.18</td>
<td>0.035</td>
<td>1.05</td>
<td>6.39</td>
<td>-4.72</td>
<td>-0.92</td>
<td>0.57</td>
</tr>
</tbody>
</table>

The function (2.53) reproduces the lattice data for temperatures larger than \( T \approx 130 \) MeV and is fitted to reproduce the HRG interaction measure at lower temperatures. With the inclusion of the HRG result it gives a valid description for the QCD equation of state at all temperatures even down to the vacuum for \( T = 0 \). We use Eq. (2.32) and calculate the scaled pressure \( P/T^4 \) by integrating \( I/T^5 \) over \( T \),

\[ \frac{P}{T^4} = \int_0^T \frac{I}{T^5} dT'. \]  

(2.54)

The entropy and the energy densities follow from the relations \( s = (I - 4P)/T \) and \( \epsilon = I + 3P \).

Due to the sign-problem it is not possible to determine the equation of state at finite chemical potential from first principles. However, one can still investigate some properties at \( \mu = 0 \) in terms of the susceptibilities. They are the Taylor coefficients of the pressure with respect to the chemical potential,

\[ \chi_i^n = \frac{\partial^n P}{\partial \mu_i^n} \bigg|_{\mu_i=0}, \quad i = B, Q, S. \]  

(2.55)

Symmetries of QCD demand that the odd susceptibilities vanish. The even susceptibilities determine the QCD equation of state at small baryon chemical potentials \( \mu_B < 3T \),

\[ P(T, \mu_B) \approx P(T, 0) + \frac{1}{2} \chi_B^{2} \mu_B^2 + \frac{1}{24} \chi_B^{4} \mu_B^4 + \cdots. \]  

(2.56)

We will focus in this thesis on the second-order baryon number susceptibility \( \chi_B^2 \), which is the leading coefficient at finite baryon chemical potential. We will use the results from Ref. [135] as prediction for the susceptibility. They were also determined by the Wuppertal-Budapest collaboration, but from an earlier set of data as the equation of state from Ref. [90]. However, this data set was generated using the same actions and scale settings as the more recent simulations. Furthermore, the equation of state determined from this earlier data set in Ref. [136] agrees up to some small corrections with the more recent equation of state. We expect that the results for the equation of state from Ref. [90] and the susceptibility from Ref. [135] are consistent with each other. The baryon number susceptibility from Ref. [135] is shown in Fig. 2.5. The results can
be fitted with the ansatz

\[ \frac{\chi_B^2}{T^2} = \exp\left(-h_3/t - h_4/t^2\right) \cdot f_3 \cdot \left(\tanh\left(f_4 \cdot t + f_5\right) + 1\right), \tag{2.57} \]

with \( t = T/200 \text{ MeV} \) and:

<table>
<thead>
<tr>
<th>( \mu )</th>
<th>( h_3 )</th>
<th>( h_4 )</th>
<th>( f_3 )</th>
<th>( f_4 )</th>
<th>( f_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mu_L )</td>
<td>-0.3364</td>
<td>0.3902</td>
<td>0.0940</td>
<td>6.8312</td>
<td>-5.0907</td>
</tr>
<tr>
<td>( \mu_B )</td>
<td>-0.5022</td>
<td>0.5950</td>
<td>0.1359</td>
<td>6.3290</td>
<td>-4.8303</td>
</tr>
</tbody>
</table>

The scaled susceptibility shows the same behavior as the scaled pressure and the entropy density in Fig. 2.4, a steep rise at \( T_c \) followed by a plateau at large temperatures. At low temperatures the lQCD results are well reproduced by a HRG. The susceptibility differs substantially if strangeness is conserved (\( \mu_L \)) or not (\( \mu_B \)). If strangeness is strictly conserved the strange quark density can not fluctuate and its contribution to the susceptibility has to vanish. This is not important at small temperatures because all baryons
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Figure 2.6: The Taylor coefficients of the pressure determined from analytical continuation from Ref. [41] for \( N_S = 0 \) and \( N_Q/N_B = 0.4 \). The red lines show the HRG results. The leading coefficient \( c_0 \) is the scaled pressure \( P/T^4 \) at vanishing chemical potential and was taken from Ref. [90]. The figure is taken from Ref. [41].

carry the same baryon number, regardless of the quark content. Therefore both cases agree with each other, if the medium is composed of hadrons. Currently the susceptibilities are known up to the 6th order [40, 41, 42]. We show the results from Ref. [41] for the first four non-vanishing expansion coefficients of the scaled pressure \( P/T^4 \) in Fig. 2.6. The expansion coefficients are related to the susceptibilities by

\[
c_n = \frac{1}{n!} \frac{\chi_B^n}{T^{4-n}}, \quad n = (0, 2, 4, \cdots).
\]

The zeroth expansion coefficient is the scaled pressure \( c_0 = P/T^4 \) and the second coefficient is related to the baryon number susceptibility \( c_2 = \chi_B^2/(2T^2) \). So far all results for the higher-order susceptibilities have been obtained for a strangeness-neutral system \( N_S = 0 \) and a fixed ratio of charge to baryon number density \( N_Q/N_B = 0.4 \). Note that the derivative \( \partial P/\partial \mu_B \) of the pressure (2.56) is not equal to the baryon number density if one puts constraints on the other conserved charges. The system is also described by a charge chemical potential \( \mu_Q \) and a strangeness chemical potential \( \mu_S \). If charge or strangeness are constrained, \( \mu_Q \) and \( \mu_S \) become functions of the baryon chemical potential and the derivative will also act on these functions. One has to account for the additional contributions if one wants to determine the actual baryon number density. With more expansion coefficients one can extend the application range of the lQCD equation of state to larger baryon chemical potentials, at least in the absence of a criti-
2.5 Systems out-of equilibrium

QCD matter is probed experimentally in relativistic heavy-ion collisions where the nuclear matter is compressed and driven out-of equilibrium. It is unclear if the system reaches a local equilibrium during its time evolution, but this is necessary to relate the properties of the medium to thermodynamics, which is limited to systems in or close to equilibrium. In order to check theoretical results against experimental data it is instructive to study the connection between equilibrium and non-equilibrium physics. Accordingly, we recall in this subsection the basic concepts of transport theory.

2.5.1 Non-relativistic transport

Transport theories describe the time evolution of a given system. The basic quantity in a classical transport theory is the one-particle distribution function \( f(\mathbf{r}, \mathbf{p}, t) \). It describes the probability to find a particle at the time \( t \) and the position \( \mathbf{r} \) with the momentum \( \mathbf{p} \). The time evolution of the distribution function is given by the Master equation \[\begin{align*}
\frac{df(\mathbf{r}, \mathbf{p}, t)}{dt} &= \int d^3\mathbf{p}' \left( P_{\mathbf{p}' \rightarrow \mathbf{p}} f(\mathbf{r}, \mathbf{p}', t) - P_{\mathbf{p} \rightarrow \mathbf{p}'} f(\mathbf{r}, \mathbf{p}, t) \right).
\end{align*}\] (2.59)

The left side is the total time-derivative of the distribution function. Using the Hamilton’s equations
\[\begin{align*}
\dot{\mathbf{r}} &= \frac{\mathbf{p}}{m}, \\
\dot{\mathbf{p}} &= -\nabla_r U(\mathbf{r}),
\end{align*}\] (2.60)
the left side of the Master equation becomes
\[\begin{align*}
\frac{df(\mathbf{r}, \mathbf{p}, t)}{dt} &= \left( \frac{\partial}{\partial t} + \frac{\mathbf{p}}{m} \cdot \nabla_r - \nabla_r U(\mathbf{r}) \cdot \nabla_p \right) f(\mathbf{r}, \mathbf{p}, t)
\end{align*}\] (2.61)
and describes the motion of particles in the local potential \( U(\mathbf{r}) \). The right side of the Master equation describes scattering processes that change the distribution function beyond the normal Hamilton dynamics. In Eq. (2.59) \( P_{\mathbf{p}_1 \rightarrow \mathbf{p}_2} \) is the probability of a scattering event in which the momentum is changed from \( \mathbf{p}_1 \) to \( \mathbf{p}_2 \) (or \( \mathbf{p}' \leftrightarrow \mathbf{p} \)). The two terms on the right side are called "gain" and "loss" term and describe scatterings in and out of the respective phase space cell. The gain term will increase the distribution function for the given momentum and the loss term will decrease it.

A popular approximation for the collision term is the limitation to elastic two-body scattering.
2.5. SYSTEMS OUT-OF EQUILIBRIUM

The right side of the Master equation is then approximated by

\[
\frac{df(r, p_1, t)}{dt} \bigg|_{\text{coll}} = \int \frac{d^3p_2}{(2\pi)^3} \int d\Omega \frac{d\sigma}{d\Omega} (p_1 + p_2) \ v_{12} \times (f(r, p_3, t) f(r, p_4, t) - f(r, p_1, t) f(r, p_2, t)).
\]  

(2.62)

The combination of Eqs. (2.61) and (2.62) is the famous Boltzmann equation. The gain and loss term are now two-body scattering events where one of the particles gets scattered in or out of the momentum state \(p_1\). The probability for a scattering is given by the differential cross section \(d\sigma/d\Omega(p_1 + p_2)\) and the relative velocity \(v_{12} = |p_1 - p_2|/m\) between the two particles. The momenta of the scattering particles before and after the collision have to fulfill energy-momentum conservation.

An important extension of the Boltzmann equation is the semiclassical Boltzmann-Uehling-Uhlenbeck (BUU) equation. The BUU equation adds quantum-statistical effects into the scattering term (2.62) by considering Pauli-blocking factors \((1 - f(r, p_{f1}, t)) \times (1 - f(r, p_{f2}, t))\) for the final states \(p_{f1}\) and \(p_{f2}\) in case of fermions. This is important for simulations of nuclear matter where Pauli-blocking is crucial for the dynamics of the system.

If the system evolves for a sufficient amount of time, it will eventually equilibrate. The equilibrium state is characterized by a static one-particle distribution function,

\[
\frac{df_{eq}(r, p, t)}{dt} = 0.
\]  

(2.63)

One can see from Eq. (2.59) that this is the case if the scattering term vanishes. The same amount of particles that get scattered into a specific momentum state will also get scattered out of this state. For the Boltzmann equation (2.62), the equilibrium distribution function is given by a Boltzmann-distribution and for the BUU equation it is given by a Fermi-distribution. Note that in these cases the equilibrium distribution are those for non-interacting particles.

2.5.2 Relativistic transport

The one-particle distribution function is a classical quantity that violates Heisenberg’s uncertainty principle. In a quantum mechanical and relativistic framework the one-particle distribution function is replaced by the one-particle Green’s function, which is the time ordered expectation value of the operator \(\Psi(x)\Psi^\dagger(y)\),

\[
G(x, y) = -i \left\langle T_c \left( \Psi(x)\Psi^\dagger(y) \right) \right\rangle,
\]  

(2.64)

where \(\Psi(x)\) is the wave function of the particle. The function (2.64) describes the propagation of a particle from the space-time point \(y\) to the space-time point \(x\).

Non-equilibrium theories, and therefore also non-equilibrium Green’s functions \(G(x, y)\), are defined on a special time-contour \([105, 106]\), see Fig. 2.7. This Keldysh contour runs from \(t_0 = 0\) to \(t\) on a chronological branch (+) on the real time axis and back from \(t\) to
Figure 2.7: The closed time contour in the Schwinger-Keldysh formalism. The figure is taken from Ref. [31].

$t_0 = 0$ on an antichronological branch ($-$) (and then eventually into the imaginary time axis). The evolution on the real time axis describes the equilibration of the system and the evolution on the imaginary time axis the equilibrium state.

We have to distinguish four different Green’s functions based on the location of the two time arguments on the Keldysh contour. Most important are the correlation functions $G^>(x, y) = G^{+-}(x, y)$ and $G^<(x, y) = G^{-+}(x, y)$ with time arguments on both branches. These contain the statistical information of the system; the Green’s functions with both time arguments on the same branch contain only spectral information. The time evolution of the correlation functions $G^\approx$ is described by the Kadanoff-Baym equations [30, 31],

\[
- \left[ \partial_\mu^x \partial_\mu^x + m^2 \right] G^\approx(x, y) = \Sigma^\approx(x) G^\approx(x, y)
+ \int_{t_0}^{t_0} dz_0 \int d^3z \left[ \Sigma^>(x, z) - \Sigma^<(x, z) \right] G^\approx(z, y)
- \int_{t_0}^{t_0} dz_0 \int d^3z \Sigma^<(x, z) \left[ G^>(x, z) - G^<(x, z) \right],
\]

\[
(2.65)
\]

\[
- \left[ \partial_\mu^y \partial_\mu^y + m^2 \right] G^\approx(x, y) = \Sigma^\approx(y) G^\approx(x, y)
+ \int_{t_0}^{t_0} dz_0 \int d^3z \left[ G^>(x, z) - G^<(x, z) \right] \Sigma^\approx(z, y)
- \int_{t_0}^{t_0} dz_0 \int d^3z G^\approx(x, z) \left[ \Sigma^>(x, z) - \Sigma^<(x, z) \right],
\]

\[
(2.66)
\]

where $\Sigma$ are the selfenergies of the correlation functions. They describe the difference between the fully dressed and the non-interacting Green’s functions,

\[
G^{-1} = G_0^{-1} + \Sigma,
\]

\[
(2.67)
\]

and contain all possible effects of interactions that are encoded in the full Green’s functions.

The Green’s functions with two spatial coordinates are not well suited for practical
calculations. It is more convenient to Wigner transform the Green’s function into its phase-space representation. To this end one introduces center-of-mass coordinates and Fourier transforms the relative coordinates into momentum space. The resulting Wigner transformed Green’s function \( \tilde{G}(\mathbf{r}, \mathbf{p}, \omega, t) \) depend on the position \( \mathbf{r} \), the momentum \( \mathbf{p} \), the time \( t \), but also on the energy \( \omega = p_0 \). The energy dependence originates from the Fourier transform of the relative time \( x_0 - y_0 \). The non-equilibrium Green’s function \( \tilde{G}(\mathbf{r}, \mathbf{p}, \omega, t) \) is the off-shell generalization of the one-particle distribution function \( f(\mathbf{r}, \mathbf{p}, t) \), which is regained (except for a factor \( \pm \frac{i}{2\pi} \)) after an integration over the energy \( \omega \).

The right side of the Kadanoff-Baym equations contains a convolution and cannot be transformed exactly. Instead one transforms the right side in the first-order gradient approximation by expanding the exponential function in the Fourier transformation up to first order. Introducing additionally the Botermans-Malfliet scheme \cite{140} leads to a transport equation for the correlation functions \cite{31},

\[
\frac{1}{2} \tilde{A} \Gamma \left[ \{ \tilde{M}, iG^< \} - \frac{1}{\Gamma} \{ \tilde{M}, i\tilde{G}^< \} \right] = i\Sigma^< i\tilde{G}^> - i\Sigma^> i\tilde{G}^<. \tag{2.68}
\]

The curly brackets in \eqref{eq:2.68} are the relativistic generalization of the Poisson brackets

\[
\{ \tilde{F}(p, x), \tilde{G}(p, x) \} = \partial_p^\mu \tilde{F}(p, x) \partial_x^\mu \tilde{G}(p, x) - \partial_x^\mu \tilde{F}(p, x) \partial_p^\mu \tilde{G}(p, x),
\]

\[
\tilde{M}(p, x) = p_0^2 - p^2 - m^2 - \Sigma^s(x) - \text{Re} \Sigma^R(p, x)
\]

is the mass function and \( \tilde{A} \) the spectral function. In first-order gradient expansion the spectral function reads

\[
\tilde{A} = \frac{\tilde{\Gamma}}{[p_0^2 - p^2 - m^2 - \Sigma^s - \text{Re} \Sigma^R]^2 + \tilde{\Gamma}^2/4} \tag{2.70}
\]

and has the shape of a relativistic Breit-Wigner function where the width is defined by the imaginary part of the selfenergy \( \tilde{\Gamma} = -2 \text{Im} \Sigma^R \) \cite{31}. Note that the left side of Eq. \eqref{eq:2.68} depends only on the retarded selfenergies \( \Sigma^R = \Sigma^> - \Sigma^< \). The transport equation \eqref{eq:2.68} is similar to the Master equation \eqref{eq:2.59}. The left side describes the evolution of the Green’s function in a selfgenerated field, the right side contains the usual gain and loss-terms due to scattering processes.

The Kadanoff-Baym equations go beyond the Boltzmann approximation and describe also off-shell effects. This is especially important for theories with broad spectral functions like the DQPM, that we will introduce in Sec. 3. Only the Kadanoff-Baym framework can reproduce the correct equilibrium state for strongly interacting systems! The Boltzmann or the BUU equation will always lead to Boltzmann- or Fermi-distributions in equilibrium, which are the distribution functions of a non-interacting system. The interactions have therefore no influence on the equilibrium state and control only the time scale of the equilibration. This is acceptable only for systems with very weak interactions. In the Kadanoff-Baym framework the equilibrium state is determined by the spectral function \cite{31, 140, 141},

\[
i\tilde{G}^<_eq(\mathbf{r}, \mathbf{p}, \omega) = \tilde{A}(\mathbf{r}, \mathbf{p}, \omega) \cdot N_{eq}(\omega), \tag{2.71}
\]

\[
i\tilde{G}^>eq(\mathbf{r}, \mathbf{p}, \omega) = \tilde{A}(\mathbf{r}, \mathbf{p}, \omega) \cdot (1 \pm N_{eq}(\omega)), \tag{2.72}
\]
where the function $N_{eq}$ is the Bose/Fermi-distribution function $N_{eq} = n_{B/F}(\omega)$. The spectral function itself (2.70) depends on the selfenergies that are defined by the interactions.

At some occasions in this thesis we will use heavy-ion simulations to investigate the properties of QCD matter out-of equilibrium. These simulations are preformed with the Parton-Hadron-String-Dynamics transport approach (PHSD) that is based on the Kandanoff-Baym equations. PHSD is a microscopic covariant transport approach for strongly interacting systems and describes the full time evolution of a heavy-ion collision from the primary hard collisions through the formation of a QGP to the final hadronic scatterings. The interactions/selfenergies are chosen to reproduce the experimental measured cross sections in the hadronic phase and are compatible with the IQCD equation of state and transport coefficients in the partonic phase. PHSD is a special transport approach that treats hadronic and partonic degrees of freedom in the same framework and incorporates a dynamical formation and hadronization of the partonic phase. If the local energy density exceeds a critical energy density of $\epsilon_c \approx 0.5$ GeV/fm$^3$ the hadrons dissolve into quarks, if the energy density is below this value the partons hadronize by fusion processes. We will use this as a general criterion for the hadron-parton transition throughout this thesis and discuss it explicitly in Sec. 6.1. For further information about PHSD we refer to Refs. [142, 143, 144, 145, 146, 147].
3 The Dynamical QuasiParticle Model

The Dynamical QuasiParticle Model (DQPM) is a phenomenological model that can reproduce the thermodynamics of hot QCD matter in the QGP-phase. The basic idea is to treat quarks and gluons as fully dressed quasiparticles with Breit-Wigner spectral functions. The properties of the quasiparticles are then chosen to reproduce the equation of state obtained from IQCD calculations.

3.1 DQPM

The starting point of the DQPM are the quasiparticle entropy and particle number that follow in a thermodynamically consistent way from the thermodynamic potential in the propagator representation [78, 79, 148, 149, 150], see Appendix A.1:

\[
s_{\text{dqp}} = -d_q \int d^4p \frac{\partial n_B}{\partial T} \left( \text{Im} (\ln D^{-1}) - \text{Im} \Pi \Re D \right) - d_q \int d^4p \frac{\partial n_F}{\partial T} \left( \text{Im} (\ln S^{-1}) - \text{Im} \Sigma \Re S \right) - d_{\bar{q}} \int d^4p \frac{\partial n_{\bar{F}}}{\partial T} \left( \text{Im} (\ln S^{-1}) - \text{Im} \Sigma \Re S \right), \tag{3.1}
\]

\[
n_{\text{dqp}} = -d_q \int d^4p \frac{\partial n_F}{\partial \mu} \left( \text{Im} (\ln S^{-1}) - \text{Im} \Sigma \Re S \right) - d_{\bar{q}} \int d^4p \frac{\partial n_{\bar{F}}}{\partial \mu} \left( \text{Im} (\ln S^{-1}) - \text{Im} \Sigma \Re S \right), \tag{3.2}
\]

where $D$ and $S$ are the full quasiparticle propagators of the gluons and the quarks, with the respective selfenergies $\Pi$ and $\Sigma$. The DQPM treats them as scalar particles and neglects the Lorentz structure. The propagator for both particles is taken as

\[
G(\omega, p) = \frac{-1}{\omega^2 - p^2 - M^2 + 2i\gamma \omega} = \frac{-1}{\omega^2 - p^2 - \Sigma} \tag{3.3}
\]

and satisfies the Dyson equation $G^{-1} = G_0^{-1} + \Sigma$ with the complex selfenergy

\[
\Sigma = M^2 - 2i\gamma \omega \tag{3.4}
\]
and the bare propagator $G_0 = -1/(\omega^2 - \mathbf{p}^2)$. Here $M$ describes the effective mass and $\gamma$ the interaction width of the partons. The DQPM supersedes the earliest quasiparticle models that include only an effective mass and neglect the width [151, 152].

The nature of the mass is different from the dynamical mass generation in the nucleon, where quarks get their mass due to dynamical chiral symmetry breaking. Here the effective mass is generated from the interactions with the medium where any particle picks up a contribution to the real part of the selfenergy that is proportional to $\text{Re} \Sigma \sim g^2 T^2$ and leads to $M \sim gT$, if the coupling $g$ is large enough [107]. We have dropped the mass in the bare propagator since the bare quark masses are much smaller than the dressed ones. We can easily include them by setting $M^2 = m_0^2 + \text{Re} \Sigma$. This would only change the real part of the selfenergies, while the propagator itself remains unchanged, and has no effect on the thermodynamics.

The imaginary part of the propagator defines the spectral function. For the propagator it is given by a relativistic Breit-Wigner spectral function,

$$A(\omega, \mathbf{p}) = \frac{2\gamma \omega}{(\omega^2 - \mathbf{p}^2 - M^2)^2 + 4\gamma^2 \omega^2}, \quad (3.5)$$

that is normalized to

$$\int_{-\infty}^{\infty} \frac{d\omega}{2\pi} 2\omega A(\omega, \mathbf{p}) = 1, \quad (3.6)$$

Figure 3.1: Relativistic Breit-Wigner spectral function as a function of the energy $\omega$ for different three-momenta $|\mathbf{p}|$ for a mass of $M = 0.5$ GeV and a width of $\gamma = 0.05$ GeV. The dashed part of the curves illustrates the spacelike part $\omega < |\mathbf{p}|$ of the spectral function.
Figure 3.2: Relativistic Breit-Wigner spectral function as a function of the energy $\omega$ and the three-momentum $|p|$ for a mass of $M = 0.47$ GeV and a width of $\gamma = 61$ MeV. This corresponds to the quasiparticle properties of a DQPM quark at $T = 250$ MeV.

for all momenta $p$. The Breit-Wigner spectral function (3.5) has no poles in the upper half plane and leads to a microcausality conserving retarded propagator [153]. The spectral function for $M = 0.5$ GeV and $\gamma = 50$ MeV as a function of energy $\omega$ is shown in Fig. 3.1. It has a maximum at $\omega = \sqrt{p^2 + M^2}$ and the height of the maximum decreases when the momentum increases. We see that the spectral function decreases rapidly for $\omega \to 0$, but has a non-negligible spacelike contribution for $\omega < |p|$, shown by the dashed lines. This spacelike part becomes more pronounced with increasing width. Fig. 3.2 shows the spectral function for a mass of $M = 0.46$ GeV and width of $\gamma = 61$ MeV as a function of energy and momentum. This corresponds to a DQPM quark at $T = 250$ MeV and vanishing chemical potential. The peak of the spectral function follows the on-shell dispersion relation $\omega^2 = p^2 + M^2$ and approaches the light cone $\omega = |p|$ for high momenta. One sees again that the spacelike part is much smaller than the timelike part and the majority of the spectral function is on the timelike side. Nevertheless, the spacelike part becomes more pronounced as the peak approaches the light cone.

The relativistic Breit-Wigner form (3.5) of the spectral functions was chosen to make the approach compatible with relativistic Kadanoff-Baym dynamics in phase-space representation in first-order gradient expansion [31], where the spectral functions are also
of relativistic Breit-Wigner form, see Sec. 2.5.2. This is very important since the quasiparticle properties of the DQPM are used to describe the partonic phase in the PHSD transport approach [144, 145], that is based on the Kadanoff-Baym transport equations [30, 31]. In general the time evolution of every approach with known selfenergies can be simulated in the Kadanoff-Baym framework, if one assumes Breit-Wigner spectral functions.

In Appendix A.2 we apply the explicit form of the propagators and the selfenergies to the entropy and the particle density (3.1) and (3.2). We split them into two parts
\[ s^{\text{dqp}} = s^{(0)} + \Delta s \] and
\[ n^{\text{dqp}} = n^{(0)} + \Delta n \] where the first part is the on-shell contribution that depends only on the effective mass while the second part is the off-shell contribution that depends also on the width and will vanish in the on-shell limit \( \gamma \to 0 \). The thermodynamics for vanishing chemical potential follows in a thermodynamic consistent way from the entropy density by
\[ P(T) = P(T_0) + \int_{T_0}^T s(T')dT'. \] (3.7)

The selfenergies have to be defined such that the model reproduces the lQCD equation of state. This defines the interactions in accordance with the dynamics of real QCD. We use parametrizations that are motivated by hard-thermal-loop perturbation theory (HTL) [154]. The dressed masses are proportional to the temperature and behave like \( M \sim gT \), a standard result from thermal field theory [107]. Including also the correction for finite quark chemical potential the masses are parametrized as [31, 78, 79, 141]:
\[ M_g^2(T, \mu_q) = \frac{g^2}{6} \left( N_c + \frac{1}{2} N_f \right) T^2 + \frac{N_c}{2} \sum_q \frac{\mu_q^2}{\pi^2}, \] (3.8)
\[ M_{q,\bar{q}}^2(T, \mu_q) = \frac{N_c^2 - 1}{8N_c} g^2 \left( T^2 + \frac{\mu_q^2}{\pi^2} \right), \] (3.9)
and the widths are given by [141]:
\[ \gamma_g(T) = \frac{1}{3} N_c \frac{g^2 T}{8\pi} \ln \left( 1 + \frac{2c}{g^2} \right), \] (3.10)
\[ \gamma_{q,\bar{q}}(T) = \frac{1}{3} \frac{N_c^2 - 1}{2N_c} \frac{g^2 T}{8\pi} \ln \left( 1 + \frac{2c}{g^2} \right). \] (3.11)

Here \( N_c \) is the number of colors while \( N_f \) is the number of flavors. The parameter \( c \) is fixed to \( c = 14.4 \) and has the meaning of a magnetic cutoff, while \( g^2 \) is the effective coupling and connected to the coupling constant of QCD (\( \alpha_s = \frac{g^2}{4\pi} \)). It depends on the temperature and the chemical potential \( g^2(T, \mu) \). The masses and widths for quarks and gluons are shown in Fig. 3.3 as a function of temperature at vanishing chemical potential. All quantities have a minimum at \( T \approx 200 \text{ MeV} \) and rise almost linearly for
Figure 3.3: The effective masses and widths for quarks and gluons in the DQPM for the 1-loop inspired coupling $g^2$ taken from Eq. (3.14) and (3.16) at vanishing chemical potential. The kink at $T \approx 190$ MeV comes from the merging of the two parametrizations for the effective coupling. The widths have a minimum at $T \approx 200$ MeV and rise continuously at larger temperatures.

Higher temperatures. The ratios between the gluon and the quark properties are

\[
\frac{M_g^2}{M_{q,\bar{q}}^2} = \frac{\gamma_g}{\gamma_{q,\bar{q}}} = \frac{9}{4} \quad (3.12)
\]

at vanishing chemical potential. They are related to the ratios of the Casimir eigenvalues in color space [31]. The ratio between width and mass is proportional to

\[
\frac{\gamma}{M} \sim g \ln \left(1 + \frac{2c}{g^2}\right). \quad (3.13)
\]

It increases with temperature up to $250 - 300$ MeV while it decreases very slowly for high $T$. The ratio is approximately $\gamma_g/M_g \approx 0.2$ for the gluons and $\gamma_{q,\bar{q}}/M_{q,\bar{q}} \approx 0.12$ for the quarks at all temperatures larger than $200$ MeV.

The widths (3.10) and (3.11) differ from their parametrizations in Ref. [79] where they were first introduced. This is due to the change in the lattice data. When the DQPM was first introduced the only reliable calculations for the lQCD equation of state were provided by the Bielefeld collaboration [155]. These calculations showed a much larger critical temperature of $T_c \approx 190$ MeV than the actual calculations. The lower critical temperature of $T_c \approx 155$ MeV in Refs. [38, 39] was not compatible with the old functional
form, a fate DQPM shared with many other effective theories like NJL and PNJL [84].

The width was changed several times to account for new lQCD results that demanded
larger couplings. The actual parametrizations Eqs. (3.10) and (3.11) are positive for
arbitrary large couplings and were used to fit the lQCD results from the Wuppertal-
Budapest collaboration from Ref. [136]. The latest results from Ref. [90] show only
marginal deviations from these. It may seem as if the widths can be chosen arbitrarily
and that is, at least for the thermodynamics, true. One can change the width and
still get the same equation of state by simply adjusting the effective coupling. On the
contrary, the widths have an important impact on the transport coefficients, as we will
see in Sec. 3.4. The correct ratios of width to mass ($\gamma/M$) are crucial for the proper
description of the transport coefficients and one can not choose them independently.

The masses and widths are functions of the temperature and the chemical potential but
also of the effective coupling $g^2$, that contains the non-perturbative information of the
system [156] and depends also on the medium. We have to parametrize the coupling
as a function of temperature and chemical potential to close the theory. A common
parametrization for zero chemical potential is [151, 152]:

$$g^2(T, T_c) = \frac{48\pi^2}{(11N_c - 2N_f)\ln \left(\lambda^2 \frac{T}{T_c} - \frac{T_s}{T_c}\right)^2},$$

(3.14)

with the parameters $\lambda = 2.42$ and $T_s = 0.56 \ T_c$ [141]. This parametrization is motivated
by the QCD coupling constant $\alpha_s$ in first-order perturbation theory:

$$\alpha_s(p^2) \sim \frac{1}{\ln(p^2/\Lambda^2)}.$$

(3.15)

For finite temperature we exchange the momentum with the temperature and obtain
roughly Eq. (3.14) [157]. This leads to the right high temperature limit $g^2(T) \to 1/\ln T^2$

One drawback of the parametrization (3.14) is that it breaks down for temperatures
slightly above the critical temperature. For this reason one has to use the parametrization

$$g^2(T, T_c) = g^2(\Lambda T_c, T_c) \cdot \left(\frac{\Lambda T_c}{T}\right)^\eta,$$

(3.16)

with $\Lambda = 1.19$ and $\eta = 3.1$ for $T < \Lambda \cdot T_c = 188$ MeV [84]. This allows to extend the
DQPM even below $T_c$, although we do not use the correct degrees of freedom and the
partons have to become very heavy to compensate for that. The effective coupling from
Eq. (3.14) and (3.16) is the blue line shown in Fig. 3.4. The coupling decreases slowly
at high temperatures, leading to masses and widths that are almost linear as functions
of the temperature, see Fig. 3.3. The parameters given above were achieved by fitting
the model to lQCD data from Ref. [136]. A fit to the more recent data from Ref. [90]
leads to the parameters

$$\lambda = 3.2, \quad T_s = 0.84 \ T_c, \quad \Lambda = 1.58, \quad \eta = 2.75.$$ (3.17)

This set gives a better description for the high temperature limit of the equation of state.
Figure 3.4: The DQPM effective coupling $g^2$ for different parametrizations as a function of the scaled temperature $T/T_c$. The blue line shows the parametrization as a function of the temperature from the 1-loop inspired coupling from Eq. (3.14) and (3.16). The switching between both functions happens at $T = 188$ MeV, i.e. $T/T_c = 1.19$. The red line is the parametrization as a function of the entropy density (3.19). Both agree well above the critical temperature. The black line shows the effective coupling for the case of momentum-dependent masses and widths in the DQPM* (3.27) (Section 3.2).

The above ansatz for the effective coupling provides a good description of the lQCD equation of state at vanishing chemical potential [145], but has the drawback, that the coupling is not continuously differentiable, leading to a second-order phase transition at the merging temperature $\Lambda \cdot T_c$. A way to cure this is to determine the coupling for every temperature $T$ to reproduce the entropy density from the lattice. Since this method is very time consuming, we will present a more elegant way:

First we define the masses and widths as a function of both, the temperature and the effective coupling, i.e. $M^2 = M^2(T, g^2)$ and $\gamma = \gamma(T, g^2)$. In this way the masses and widths are proportional to the temperature. If we calculate now the entropy density, which is then also a function of the temperature and the coupling, we see that $s(T, g^2)/T^3$ is a constant for different temperatures but identical $g^2$. One can also show that $\frac{\partial}{\partial T}(s(T, g^2)/T^3)$ is numerically zero. The entropy density and therefore the complete dimensionless equation of state in the DQPM is a function of only the effective coupling $g^2$. The function

$$f(g^2) = \frac{1}{(1 + a_1 \cdot (g^2)^{a_2})^{a_3}}$$

(3.18)

gives a perfect description of the scaled entropy $s(T, g^2)/s_{SB}(T) = f(g^2)$. We can invert
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Figure 3.5: The effective masses and widths for quarks and gluons in the DQPM for the effective coupling $g^2$ from Eq. (3.19). Both widths are continuously rising with temperature. There are no kinks in the parametrizations different to the masses and widths from the 1-loop inspired effective coupling in Fig. 3.4.

$f(g^2)$ and get the effective coupling $g^2$ as a function of the entropy density,

$$g^2(s/s_{SB}) = g_0 \left( \left( \frac{s}{s_{SB}} \right)^b - 1 \right)^d,$$

(3.19)

with $g_0 = 169.934$, $b = -0.178434$, $d = 1.14631$ and $s_{SB}^{QCD} = 19/9 \pi^2 T^3$. The parameters are obtained in the range $g^2 < 50$ that belongs to temperatures $T > 100$ MeV. The limit $s = s_{SB}$ gives $g^2 = 0$, therefore consequently $M = \gamma = 0$. Since the IQCD entropy has the right high-temperature limit also the effective coupling obtained from it has the right behavior and decreases like $g^2 \sim 1/\log(T^2)$.

With this new parametrization we can easily adapt to any equation of state and are no longer forced to refit the effective coupling for new IQCD data. We use the equation of state provided by the Wuppertal-Budapest collaboration in Ref. [90] and parametrize the entropy density as discussed in Sec. 2.4. By inserting the entropy density in the coupling (3.19) we get the effective coupling as a function of the temperature $g^2(s) = g^2(s(T)) = g^2(T)$. The result is the red line shown in Fig. 3.4. It decreases faster than the original parametrization (3.14) leading to slightly lower masses and therefore a larger equation of state, but does coincide with the power law from Eq. (3.16) for $T \approx T_c$.

The masses and widths from the coupling (3.19) are shown in Fig. 3.5. The masses still have a minimum at $T \approx 250$ MeV, but the widths are now continuously rising.
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Figure 3.6: The DQPM equation of state as a function of the temperature $T$ for vanishing baryon chemical potential using Eq. (3.19) for the effective coupling. The green line shows the entropy density, the red line the energy density, the blue line the pressure and the orange line the interaction measure. All quantities are scaled by powers of the temperature. The DQPM results are within the error bars of the lQCD data taken from the Wuppertal-Budapest collaboration [90].

Compared to the masses and widths from the 1-loop parametrization, Fig. 3.3, all four quantities rise slower and deviate stronger from the nearly linear rise with $T$. Most importantly, the masses and widths are now continuously differentiable with respect to the temperature.

With the masses and widths defined we can finally calculate the entropy density and thereof the whole equation of state. The major contribution comes from the on-shell part of the entropy density (A.32), that only depends on the masses. The off-shell contribution (A.35), where also the width enters, is small compared to the on-shell part, see Fig. A.2 in Appendix A.2. Accordingly, the whole equation of state is only sensitive to the masses and gets just a small correction from the width. The equation of state calculated with the effective coupling from the lQCD entropy is shown in Fig. 3.6. We compare it to the lQCD results from Ref. [90], that we also used as input for the coupling. The input entropy density calculated from Eq. (2.53) is perfectly reproduced and we find a perfect agreement between the DQPM and the lQCD equation of state within the error bars. Small deviations from the data originate only from the input parametrization that differs slightly from the data. We are even able to describe the interaction measure, which most quasiparticle models struggle to do. The interaction measure is so hard to reproduce because it is the starting point from which the lQCD
entropy is calculated. The entropy density on the other side is the first quantity that quasiparticle models calculate and from which the interaction measure follows. It is therefore extremely sensitive to the effective coupling. The equation of state in Fig. 3.6 is only shown for temperatures larger than $T > 150$ MeV, which is the region where we expect partonic degrees of freedom. However, the effective coupling as a function of the entropy density (3.19) can be used at arbitrary temperatures even down to the vacuum at $T = 0$.

The dimensionless equation of state rises very slowly towards the Stefan-Boltzmann (SB) limit. This is the reason why the parton masses have to rise almost linear with the temperature. If they would increase slower the entropy would approach the SB limit too fast. The slow increase in the scaled entropy density is entirely due to the decrease of the effective coupling $g^2$ with $T$.

The entropy density, like the energy density and the pressure, displays a sharp rise in the temperature window $T = 150 – 250$ MeV while the interaction measure has a maximum. This is connected to a change in the degrees of freedom, when the hadrons dissolve into partons. Since there is no real phase transition, only a crossover, we can not identify a phase transition in the equation of state. Possible ways to still determine a transition temperature are when the energy reaches 50% of its Stefan-Boltzmann limit or at the inflection point of the scaled equation of state or at the maximum of the interaction measure. We will discuss this problem in the next section 4 in terms of the NJL model.
In general one should look at the proper order parameters, that is the chiral condensate for chiral symmetry restoration or the Polyakov loop for the deconfinement transition, but we cannot access them in the DQPM.

Another important thermodynamic quantity is the speed of sound. The speed of sound squared is defined by the derivative of the pressure with respect to the energy and gives the speed at which turbulences travel through the medium,

\[ c_s^2 = \frac{\partial P}{\partial E}. \] (3.20)

The expansion of the fireball in a heavy-ion collision is controlled by the speed of sound which connects it to the elliptic flow \( v_2 \). As one can imagine it is much more sensitive to the equation of state than even the interaction measure. The hadron-resonance gas, a popular model for low temperature QCD, can reproduce the equation of state within error bars, but has the wrong \( c_s^2 \), see Sec. 5.1. The DQPM speed of sound squared is shown in Fig. 3.7 and compared to the lQCD data from Ref. [90].

The DQPM describes the rise in \( c_s^2 \) after the phase transition and also gives the right behavior in the high temperature regime. The results are completely within the error bars. We mention again, that the speed of sound is a continuous function since the effective coupling is now continuously differentiable.

In conclusion, we showed that the new parametrization of the effective coupling \( g^2 \) in terms of the entropy density is able to reproduce the equation of state and the speed of sound. All quantities are within the error bars of the lQCD results in the whole partonic temperature range \( T > T_c \approx 158 \) MeV. Eq. (3.19) defines the effective coupling for any given entropy density. This will allow us to use any new lQCD equation of state without any novel parameter tuning.

3.2 DQPM*

The masses in the DQPM increase with the temperature due to interactions with the medium. This is a good approximation if the particle has a low momentum but gives the wrong physics if the momentum is large compared to the temperature. In this case perturbation theory becomes accessible and the partons should behave like almost massless particles. This is not taken into account in the standard DQPM.

The momentum dependence of the quark mass is a well known result from Dyson-Schwinger equations [121, 158]. The propagator at small momenta behaves like the propagator of a massive particle and changes as the momentum increases to the bare perturbative propagator for \( |p| \to \infty \). In a simplified picture one could explain this with a momentum-dependent mass that drops from the constituent quark mass down to the bare mass as the 4-momentum \( p^2 \) increases. The same should happen in the DQPM where the medium induced selfenergy takes the place of the dynamical generated quark mass (squared). Since the underlying propagators of the DQPM respect causality [153] we can not vary the mass as a function of the 4-momentum, but only with the three-
momentum $\mathbf{p}$ relative to the medium at rest,

$$G(\omega, \mathbf{p}) = \frac{-1}{\omega^2 - \mathbf{p}^2 - M^2(\mathbf{p}) + 2i\gamma(\mathbf{p}^2)\omega}.$$  \hfill (3.21)

This ensures that the propagator stays analytic in the upper half plane, the poles are at $\omega = -i\gamma(\mathbf{p}^2) \pm \sqrt{M^2(\mathbf{p}) - \gamma^2(\mathbf{p}^2)}$, and causality is preserved. Another constraint on the momentum dependence is that the width of the particle has to vanish in the same way or faster than the mass. This will keep $\sqrt{M^2(\mathbf{p}) - \gamma^2(\mathbf{p}^2)}$ real. \hfill (3.21)

We assume that the rates, at which the selfenergies vanish with $\mathbf{p}^2$, is similar at finite temperature as in the vacuum Dyson-Schwinger calculations from Refs. [121, 158]. This is supported by the results from Ref. [159] where Dyson-Schwinger equations were solved at finite temperature. One found that the propagator at finite temperature behaves similar to the one in the vacuum with respect to the Euclidean-4-momentum squared $\mathbf{p}^2 = \omega^2 + \mathbf{p}^2$.

We have parametrized the momentum dependence already in Refs. [85, 86]. The masses are given by the expressions

$$M_g(T, \mu_q, \mathbf{p}) = \frac{3}{2} \cdot \left[ \frac{g^2}{6} \left( \left( N_c + \frac{1}{2} N_f \right) T^2 + \frac{N_c}{2} \sum_{q} \frac{\mu_q^2}{\pi^2} \right) \right]^{1/2} \cdot h(\Lambda_g, \mathbf{p}) + m_{g0},$$  \hfill (3.22)

$$M_{q\bar{q}}(T, \mu_q, \mathbf{p}) = \left[ \frac{N_c^2 - 1}{8 N_c} g^2 \left( T^2 + \frac{\mu_q^2}{\pi^2} \right) \right]^{1/2} \cdot h(\Lambda_{q\bar{q}}, \mathbf{p}) + m_{q0}.$$  \hfill (3.23)

These are the DQPM masses (3.8) and (3.9) multiplied by a factor $h(\Lambda, \mathbf{p})$ that controls the momentum dependence and an additional factor 3/2 in the gluon mass, that we will explain later. We also added the bare masses to ensure the right limit for $\mathbf{p}^2 \to \infty$. The widths are also modified and given by

$$\gamma_g(T, \mu_q, \mathbf{p}) = \frac{g^2 T}{8\pi} \log \left( \frac{2c}{g^2} + 1.1 \right)^{3/4} \cdot h(\Lambda_g, \mathbf{p}),$$  \hfill (3.24)

$$\gamma_{q\bar{q}}(T, \mu_q, \mathbf{p}) = \frac{N_c^2 - 1}{2 N_c} g^2 T \log \left( \frac{2c}{g^2} + 1.1 \right)^{3/4} \cdot h(\Lambda_{q\bar{q}}, \mathbf{p}).$$  \hfill (3.25)

The shape of the momentum dependence is inspired by results from Refs. [121, 158]:

$$h(\Lambda, \mathbf{p}) = \frac{1}{\sqrt{1 + \Lambda \cdot \mathbf{p}^2 \cdot (T_c/T)^2}}.$$  \hfill (3.26)

The open parameters are taken as $\Lambda_g = 5$ GeV$^{-2}$, $\Lambda_{q\bar{q}} = 12$ GeV$^{-2}$, $m_{g0} = 0.5$ GeV, $m_{u0} = m_{d0} = 0.003$ GeV and $m_{s0} = 0.06$ GeV. This extension of the DQPM will lead to the right perturbative limit for the quasiparticle properties at high momentum with respect to the thermal medium at rest. We call this generalized quasiparticle model DQPM$^{*}$ [85, 86].

Due to the momentum dependence of the quasiparticle properties we can no longer use
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Eq. (3.19) for the effective coupling. We can still fit the entropy density as a function of $g^2$ employing Eq. (3.18), but the fit parameters will change with temperature. This is the effect of the temperature dependence in the function $h(\Lambda, p)$ (3.26). We will therefore turn the fit parameters from Eq. (3.18) into a function of temperature and describe them also by a fitting function. The effective coupling of the DQPM\* then is a function of the entropy density and the temperature,

$$g^2(s/s_{SB}, T) = g_0(T) \cdot \left( \left( \frac{s/s_{SB}}{d(T)} \right)^{v(T)} - 1 \right)^{w(T)},$$

(3.27)

We have introduced an additional parameter $d(T)$ compared to Eq. (3.18). The DQPM masses and widths go to zero for $g^2 \to 0$ resulting in the Stefan-Boltzmann limit for the entropy density. In the DQPM\* we can not reach this limit as the masses will drop to their bare values and not to zero. The factor $d(T)$ effectively rescales the Stefan-Boltzmann limit.

The prefactor $g_0(T)$ in Eq. (3.27) is given by

$$g_0(T) = 49000 + 30500/T,$$

(3.28)

for $T$ in units of GeV. The other parameters $v(T)$, $w(T)$ and $d(T)$ are all fitted with the same function

$$r(T) = \frac{a}{(T^k + c)^d} \cdot (T + c),$$

(3.29)

also for $T$ in units of GeV. The parameters for Eq. (3.29) are shown in Tab. 3.1. The calculation of the fitting functions is computationally expensive as one has to calculate the entropy density for all temperatures and effective couplings and perform several fits. We extracted the parameters in the temperature range between 150 MeV and 500 MeV. The range in the effective coupling was adjusted to this temperature region. One has to redo the fit if one changes the parametrization of the masses, the width or their momentum dependence. We had to iterate this process until we found good results for the equation of state, the susceptibility, that we will discuss later in this section, and also

<table>
<thead>
<tr>
<th></th>
<th>$v(T)$</th>
<th>$w(T)$</th>
<th>$d(T)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a$</td>
<td>-0.0032356</td>
<td>1.20963</td>
<td>0.939529</td>
</tr>
<tr>
<td>$b$</td>
<td>2.88262</td>
<td>1.59028</td>
<td>1.451117</td>
</tr>
<tr>
<td>$c$</td>
<td>0.0116952</td>
<td>0.0728608</td>
<td>0.132123</td>
</tr>
<tr>
<td>$d$</td>
<td>0.411954</td>
<td>0.60418</td>
<td>0.6707</td>
</tr>
<tr>
<td>$e$</td>
<td>0.0850924</td>
<td>0.164018</td>
<td>0.111489</td>
</tr>
</tbody>
</table>

Table 3.1: Parameters for the functions (3.29) in the effective DQPM\* coupling (3.27).
the transport coefficients, that we discuss in Sec. 3.4. The result of the iteration are the formulae shown above. We had to change the coupling in a way, that it no longer reproduces the exact input entropy, but allows for small deviations from it. As long as the input entropy changes not too drastically, one can still reproduce it. Since we expect no large changes in the equation of state to arise from lattice QCD anymore, we can use this fit to describe small corrections to the lQCD equation of state in the future. If we get for some reason a more drastic change in the data, we have to repeat the iteration. Nevertheless, we assume that the chances for this are very small, as different equations of state started to overlap each other [90, 91].

The effective coupling $g^2$ of the DQPM$^\star$ is still only a function of the temperature and the chemical potential and not of the three-momentum $p$. It would be more precise to argue that the high momentum limit alters the coupling and that this gets reflected in the selfenergies. We made the ansatz that we can pull out the momentum dependence and added it directly to the masses and widths, thus keeping the effective coupling momentum independent. The effective coupling for the DQPM$^\star$ was already shown as the black line in Fig. 3.4 together with the corresponding coupling of the DQPM (3.19) and the one-loop parametrization of the DQPM coupling (3.14) and shows the same general behavior as the other couplings. It is a very large function at low temperatures that drops down and becomes small at high temperatures. Its functional form at high temperatures is similar to $1/\ln(T^2)$, reproducing the right high temperature limit. Nevertheless, it is different to the DQPM as it is much larger at low temperatures. Since the masses in the DQPM$^\star$ decrease with the momentum, they have to become larger to reproduce the same entropy density as the regular DQPM. This is reflected in the effective coupling. We show the masses and the width of the DQPM$^\star$ for $|p| = 0$ in Fig. 3.8. We see that all quantities are about four times larger than in the DQPM at small temperatures, cf. Fig. 3.5. This changes if the three-momentum increases. The momentum-dependent function $h(\Lambda, p)$ becomes smaller at low temperature and one regains the known functional form of the DQPM. The DQPM$^\star$ shows the same linear rise at high temperatures as the DQPM. This is kept for all momenta, but the onset of the rise gets shifted towards smaller temperatures as the momentum increases.

We will now discuss the equation of state for the DQPM$^\star$. This is similar to our work in Refs. [85] and [86], where we used the IQCD data from the Wuppertal-Budapest collaboration from Ref. [136] as input for the effective coupling (3.27). Throughout this thesis we will always use the more recent results from Ref. [90]. The equation of state of the DQPM$^\star$ is slightly different from the DQPM, despite the same input entropy. This is a result of the not perfect fit of the effective coupling (3.27) with respect to the entropy density, but we still get a very good reproduction of the IQCD equation of state, as shown in Fig. 3.9. The most outstanding difference is seen at low temperatures just below the transition temperature. The interaction measure $I/T^4$ is not compatible with the IQCD data for $T < 150$ MeV. The reason for the large difference at this temperatures is due to the fitting procedure, that employed $T = 150$ MeV as the lowest temperature, so the fit is not very reliable close to these temperatures. We find also small differences at very high temperatures. The DQPM$^\star$ gives a larger entropy, and
Figure 3.8: The effective masses and widths for quarks and gluons in the DQPM* for $|p| = 0$ for the effective coupling $g^2$ taken from Eq. (3.27). The gluon mass, the black line, is divided by a factor 2. All four lines rise continuously for larger temperatures.

therefore energy and pressure, than the DQPM. If we look at the temperature dependence over the whole temperature range we see that the DQPM follows the line of the data much better then the DQPM*, that has some problems with the bending of the equation of state at $T = 200 - 250$ MeV. However, all these deviations are small and the DQPM* above $T = 170$ MeV is completely consistent within the error bars of the lQCD calculations. The speed of sound from both models and the lattice is shown in Fig. 3.7. The red line shows the DQPM* and the green line the DQPM result. We find again that both models are within the error bars in the whole temperature range. The DQPM works better at very high temperatures and near the transition temperature; in between the DQPM* gives better results.

The description of the equation of state for the two quasiparticle models is excellent. Both reproduce the equation of state within the precision of the lQCD calculations and the parametrizations of the effective couplings allow us to adapt to any small corrections of the lattice predictions. All we have to do is to fit the entropy. With the thermodynamics at vanishing chemical potential under control we can now extend the model to finite chemical potential. However, before we discuss the baryon number susceptibilities,

$$
\chi_B^n = \frac{\partial^n P}{\partial P_B^n} \bigg|_{\mu_B=0}.
$$

(3.30)
Figure 3.9: The DQPM* equation of state as a function of the temperature $T$ for vanishing baryon chemical potential. The green line shows the entropy, the red line the energy, the blue line the pressure and the orange line the interaction measure. All quantities are scaled by powers of the temperature. The DQPM* results are within the error bars of the lQCD data for $T > 170$ MeV. The lQCD results are taken from the Wuppertal-Budapest collaboration from Ref. [90].

They define the expansion of the pressure for small baryon chemical potentials:

$$\frac{P(T, \mu_B)}{T^4} = \sum_{n=0}^{\infty} \frac{1}{n!} \chi^n_B \left(\frac{\mu_B}{T}\right)^n \approx \frac{P(T, \mu_B = 0)}{T^4} + \frac{1}{2} \chi^2_B \mu_B^2 T^2.$$  (3.31)

The susceptibilities are defined at vanishing chemical potential and can be calculated in lQCD simulations [10, 11, 12, 89, 135, 160, 161]. Since QCD is symmetric under $\mu_B \to -\mu_B$ all odd susceptibilities have to vanish, most important is therefore the second-order baryon number susceptibility $\chi^2_B = \chi_B$. It is the leading term at finite baryon chemical potential and controls the equation of state at small $\mu_B$. We will compare the lQCD susceptibilities with the DQPM and the DQPM* predictions in the following.

The second-order susceptibility is the derivative of the first-order susceptibility, which is the net-baryon density, with respect to the baryon chemical potential:

$$\frac{\partial^2 P}{\partial \mu_B^2} = \frac{\partial}{\partial \mu_B} \rho_B = \frac{1}{9} \frac{\partial n_q}{\partial \mu_q} = \chi_B = \frac{1}{9} \chi_q.$$  (3.32)

It is only sensitive to the quark degrees of freedom. Since the quark density in the DQPM consists of two separate contributions $n = n^{(0)} + \Delta n$, the susceptibility consists
also of two terms $\chi_q = \chi_q^{(0)} + \Delta \chi_q$. Symmetries demand that the pressure has to be an even function in $\mu_B$, $P(\mu_B) = P(-\mu_B)$, which implies that also the energy and the entropy have to be even in $\mu_B$ and the density, that contributes with $\mu_B \cdot \rho_B$ to the pressure, has to be odd. This can only be fulfilled, if the masses, the width and the effective coupling $g^2$ are even functions of $\mu_B$ as well. Therefore their derivatives at $\mu_B = 0$ have to vanish. With this we can analytically evaluate the equations for the quark number susceptibilities $\chi_q = \chi_q^{(0)} + \Delta \chi_q$ that are given by

$$\chi_q^{(0)} = \frac{1}{2\pi^2 T} \int_0^\infty dp \frac{p^2}{1 + \cosh (\omega p/T)},$$

and

$$\Delta \chi_q = \int d^4 p \frac{\sinh (\omega p)}{T^2 (1 + \cosh (\omega p))^2} \times \left( \frac{2\gamma \omega}{\omega^2 - p^2 - M^2} - \frac{4\gamma^2 \omega^2 - \arctan \left( \frac{2\gamma \omega}{\omega^2 - p^2 - M^2} \right)}{\omega^2 - p^2 - M^2} \right),$$

without degeneracy factors, except for the quark/antiquark degeneracy. The Stefan-Boltzmann limit for the susceptibility is $\chi_q = T^2/6$ and $\chi_q^{QCD} = 3 \ T^2$ for QCD. In case of the baryon number susceptibility one has to divide it by 9 and finds $\chi_B^{QCD} = T^2/3$. The masses and widths in Eq. (3.33) and (3.34) are the DQPM or DQPM* masses and widths for zero chemical potential. The susceptibility is completely defined by the $\mu_B = 0$ equation of state. The interaction term $\Delta \chi_q$ is, similar to the entropy density, just a small correction and we get the major contribution from the pole term $\chi_q^{(0)}$.

We show the baryon number susceptibility from the DQPM and DQPM* in comparison to the susceptibility from the Wuppertal-Budapest collaboration from Ref. [135] in Fig. 3.10. We display additionally the results from the NJL and the PNJL model, which we will discuss in detail in chapter 4. We choose the parameter set from Ref. [162] for the quark sector and a logarithmic Polyakov potential, cf. Eq. (4.20), with additional quark back reaction for the gluon sector, cf. Eq. (4.26). The DQPM* and the PNJL can roughly describe the lQCD data, while the DQPM and the NJL fail. The NJL susceptibility rises too fast against the Stefan-Boltzmann limit, reflecting the small quark masses at large temperatures. The PNJL, that has almost the same masses, gives a lower result. The reason is, that the distribution function of the PNJL is suppressed by the Polyakov loop. The opposite happens in the DQPM. The quark masses are too heavy, so the susceptibility rises too slow and can not describe the data. The DQPM* masses, that are initially even larger, become smaller due to the momentum dependence and increase the susceptibility compared to the DQPM.

We tried to reproduce the susceptibility and the equation of state with momentum-independent selfenergies. Since it was already reported in Ref. [82] that a normal quasiparticle model is not able to simultaneously reproduce the equation of state and the susceptibility, we investigated the influence of the width. We varied the ratio between the masses and the widths while keeping the equation of state fixed to the lattice.
UNFORTUNATELY, AN INCREASE OF THE WIDTH DECREASES THE SUSCEPTIBILITY EVEN MORE. THE STANDARD QUASIPARTICLE APPROACH WITH $\gamma = 0$ [81, 82, 163] LEADS TO THE BEST, BUT STILL INSUFFICIENT, RESULT. IN A NEXT ATTEMPT WE FIXED THE WIDTH TO ZERO AND TOOK THE QUARK AND GLUON MASSES AS INDEPENDENT VARIABLES. WE FITTED THE QUARK MASS FOR EVERY TEMPERATURE TO THE SUSCEPTIBILITY AND CALCULATED THE ENTROPY. IT TURNED OUT THAT THE QUARK ENTROPY DENSITY ALONE WAS THEN LARGER THAN THE TOTAL QCD ENTROPY DENSITY. THIS BRINGS US TO THE CONCLUSION THAT IT IS IMPOSSIBLE FOR A QUASIPARTICLE MODEL TO REPRODUCE SIMULTANEOUSLY THE EQUATION OF STATE AND THE SUSCEPTIBILITY WITH MOMENTUM-INDEPENDENT SELFENERGIES. FOR THIS ONE HAS TO INTRODUCE A MOMENTUM DEPENDENCE AS IN THE DQPM*, THAT WILL ENHANCE THE DISTRIBUTION FUNCTION AT FINITE THREE-MOMENTUM. THIS WILL AFFECT THE SUSCEPTIBILITY STRONGER THAN THE ENTROPY DENSITY SUCH THAT IT BECOMES POSSIBLE TO DESCRIBE BOTH. NEVERTHELESS, WE FOUND THAT WE NEED MORE STRENGTH IN THE QUARK SECTOR AND HAD TO ADD A FACTOR OF $3/2$ TO THE GLUON MASS. THIS FACTOR BREAKS THE CASIMIR SCALING OF THE MASSES IN EQUATION (3.12). IT IS NOT CLEAR IF WE WOULD NEED THIS FACTOR ALSO IN THE LARGE $N_f$-LIMIT [164], WHERE THE CASIMIR SCALING SHOULD HOLD AGAIN [165].

THE CORRECT BEHAVIOR OF THE SUSCEPTIBILITY $\chi_B$ IS CRUCIAL FOR THE EXTENSION TO FINITE BARYON CHEMICAL POTENTIAL, SINCE IT CONTROLS THE EQUATION OF STATE AT SMALL $\mu_B$. EVERY APPROACH
that can not reproduce the susceptibility will also not be able to reproduce the equation of state at small baryon chemical potentials. It becomes apparent that the DQPM is the only quasiparticle model with a reasonable extension to finite baryon chemical potential.

3.3 The DQPM at finite chemical potential

The last section was dedicated to vanishing chemical potential but in this section we want to discuss the extension of our quasiparticle models towards finite chemical potential. The entropy \( s = s^{(0)} + \Delta s \) in Eqs. (A.32) and (A.35) and the particle density \( n = n^{(0)} + \Delta n \) in Eqs. (A.36) and (A.37) are already defined for arbitrary chemical potentials, so we only need to extend our quasiparticle properties to finite \( \mu \). The HTL motivated masses (3.8) and (3.9) incorporate also the effects of the chemical potential. They depend on an effective temperature \( T^* = T + \frac{\mu^2}{2\pi T} \). The widths so far are independent from the chemical potential, since it was found in Ref. [166] that finite \( \mu \) has no effect on the parton damping rates in the HTL approach, the temperature \( T \) is the dominating scale. We will, in accordance with these findings, keep the widths (3.10) and (3.11) \( \mu \)-independent. This leaves the \( \mu \) dependence of the effective coupling \( g^2(T, \mu) \) as the last missing ingredient for calculations at finite chemical potential.

We can not use the same strategy as for the temperature dependence, since we have no input entropy from lQCD. For the same reason the second-order susceptibility \( \chi_B \) is of no use, as it is completely defined by the \( \mu_B = 0 \) equation of state. Only the higher-order susceptibilities are sensitive to finite \( \mu_B \) and contain non-vanishing contributions from the derivatives of the effective coupling at \( \mu_B = 0 \). As an example we show here the expression for the pole term of the fourth-order susceptibility \( \chi_B^{(0)} \) for the DQPM:

\[
\chi_B^{(0)} = \frac{d_q}{18\pi^2 T^3} \int_0^\infty dp \ p^2 \left( \frac{1}{1 + \cosh (\omega_p/T)} - 1 + \frac{\sinh(\omega_p/T)}{2\omega_p} \left( \frac{2g^2}{\pi^2} T + T^3 \frac{\partial^2 g^2}{\partial \mu^2} \bigg|_{\mu_B=0} \right) \right) \left( 1 + \cosh (\omega_p/T) \right)^2.
\]

(3.35)

It contains \( \frac{\partial^2}{\partial \mu^2} g^2 \) at \( \mu_B = 0 \). To access the next non-vanishing derivative we would already need the sixth-order susceptibility. Refs. [40, 41, 42] contain the susceptibilities up to the 6th order, but only under the constraint of strangeness neutrality \( N_S = 0 \) and a fixed ratio of charge to particle number \( N_Q/N_B = 0.4 \). The strangeness neutrality would be easy to incorporate, but the charge to particle number ratio is more complicated to consider. Furthermore, the lattice data might not have the necessary precision to extract the derivatives of \( g^2 \). In the following we discuss two alternative approaches to solve this problem.
3.3.1 Scaling hypothesis

The first approach was introduced in Ref. [31] and uses phenomenological and scaling arguments. It employs the effective temperature,

\[ T_q^* = \sqrt{T^2 + \mu_q^2/\pi^2}, \] (3.36)

that sets the scale for the parton masses at finite \( \mu_B \). Note that the chemical potential for the specific quark species enters the effective mass and therefore the effective temperature. It is the same for all quarks as long as only a finite baryon chemical potential \( \mu_B = 3\mu_q \) is considered. Additional constraints, that introduce charge or strange chemical potentials, lead to a different \( T_q^* \) for different quark species. The scaling hypothesis assumes that the coupling \( g^2(T, \mu_B) \) is a function of the ratio of the effective temperature and the critical temperature,

\[ g^2(T/T_c, \mu_B) = g^2(T^*/T_c(\mu_B)). \] (3.37)

A finite chemical potential will modify the temperature scale but keeps the coupling itself unchanged. This scaling keeps the parton masses independent from the chemical potential. We refer to Ref. [31] for a detailed discussion of the implications of the scaling hypothesis.

The value of the critical temperature at finite chemical potential \( T_c(\mu_B) \), i.e. the phase boundary, is unknown. We will derive an easy approximation for the phase boundary, based on certain assumptions. We assume that the phase transition happens always at the same critical energy density in the whole \( T-\mu_B \) plane. The critical temperature \( T_c \approx 158 \) MeV and the corresponding energy density \( \epsilon_c = E(T_c) \approx 0.5 \) GeV/fm\(^3\) are fixed by lQCD calculations. The resulting phase transition is a monotonic decreasing function, since the energy density is assumed to rise with increasing \( \mu_B \). The phase transition will intersect the \( T = 0 \) axis at the critical chemical potential \( \mu_c \). We have studied the energy density at very small temperatures in the simple potential model for nuclear matter, that we will introduce in Sec. [5.2]. We found that the lines of constant energy density are perpendicular to the \( T = 0 \) axis. The same holds at \( \mu_B = 0 \) since QCD is invariant under the transformation \( \mu_B \rightarrow -\mu_B \). A simple fit that fulfills all these conditions is the ellipse,

\[ \frac{T_c(\mu_B)}{T_c} = \sqrt{1 - \alpha \mu_B^2}. \] (3.38)

This function has to vanish at the critical chemical potential \( \mu_c \), that is defined by the condition \( E(\mu_c) = 0.5 \) GeV/fm\(^3\) at zero temperature. We have calculated it for a non-interacting gas of nucleons, which is justified since the energy density in nuclear matter is dominantly a function of the kinetic energy. The potential energy gives only a small correction, see Sec. [5.2]. This leads to a critical chemical potential of \( \mu_c = 1013.4 \) MeV and fixes the parameter \( \alpha = 0.974 \) GeV\(^{-2}\) from the condition \( T_c(\mu_c) = 0 \).

The critical temperature at finite \( \mu_B \) is not completely unknown as there is some guidance from lQCD. At small chemical potentials it is controlled by the curvature parameter \( \kappa \)

\[ \frac{T_c(\mu_B)}{T_c} = 1 - \kappa \left( \frac{\mu_B}{T_c} \right)^2 + \cdots, \] (3.39)
that can be estimated by lQCD calculations, see Appendix A.3. We perform a Taylor expansion of the critical temperature (3.38) and compare the result to lQCD calculations. We get a value of $\kappa_{DQPM} \approx 0.0122$ which is in line with the curvature parameter from Bonati et al., i.e. $\kappa = 0.0135(20)$ [167]. With the ansatz (3.38) for the critical temperature we can replace the ratio $T/T_c$ in the one-loop parametrization of the effective coupling in Eq. (3.14) to obtain the coupling at finite $\mu_B$,

$$
\frac{T}{T_c} \to \frac{T^*}{T_c(\mu_B)} = \frac{\sqrt{T^2 + \mu_B^2/(3\pi)^2}}{T_c(\mu_B = 0) \cdot \sqrt{1 - \alpha \mu_B^2}}. \tag{3.40}
$$

For the entropy-dependent couplings Eq. (3.19) and (3.27) we replace the temperature with the scaled temperature $\tilde{T}$

$$
g^2(s/s_{SB}, T, \mu_B) = g^2(s/s_{SB}(\tilde{T}), \tilde{T}), \quad \tilde{T} = T^* \frac{T_c}{T_c(\mu_B)}. \tag{3.41}
$$

We still use the $\mu_B = 0$ entropy from lQCD since the effects of $\mu_B$ are contained in $\tilde{T}$. The finite-$\mu_B$ results for the DQPM$^*$ in Refs. [85, 86] have been obtained with this method.

### 3.3.2 Flow equation

The scaling hypothesis uses a phenomenological ansatz to extend the coupling to finite chemical potential. We will show now how to extend the model by using thermodynamic consistency. Since the entropy and the particle density are derived from the same thermodynamic potential in a thermodynamically consistent way, they have to fulfill the Maxwell relation

$$
\frac{\partial s}{\partial \mu_B} \bigg|_T = \frac{\partial n_B}{\partial T} \bigg|_{\mu_B}. \tag{3.42}
$$

Generally this equation is fulfilled at the same order as required for the condition $s' = n' = 0$, that we used to derive the quasiparticle entropy and density in Appendix A.1 [150]. With the masses and widths defined for finite $\mu_B$ the evaluation of this equation leads to a differential equation for the effective coupling $g^2$,

$$
a_T \frac{\partial g^2}{\partial T} + a_\mu \frac{\partial g^2}{\partial \mu_B} = a_0. \tag{3.43}
$$

We can solve this equation with the coupling at $\mu_B = 0$ as starting values and obtain the effective coupling at finite chemical potential.

The differential equation (3.43) is the result of the $T$ and $\mu$ dependence of the masses and the widths. The derivatives that act on the distribution functions in the entropy and the baryon number density lead to the Maxwell relation for a system with constant masses and widths and is always fulfilled. The non-vanishing parts of Eq. (3.42) consist of
derivatives with respect to the masses, widths and the effective coupling. For momentum-
-independent selfenergies we can rewrite it into the more convenient form,
\[
\sum_{g,u,d,s} \left( \frac{\partial s_i}{\partial M_i^2} \frac{\partial M_i^2}{\partial \mu_B} + \frac{\partial s_i}{\partial \gamma_i} \frac{\partial \gamma_i}{\partial \mu_B} \right) = \sum_{u,d,s} \left( \frac{\partial n_i}{\partial M_i^2} \frac{\partial M_i^2}{\partial T} + \frac{\partial n_i}{\partial \gamma_i} \frac{\partial \gamma_i}{\partial T} \right). \tag{3.44}
\]

The $T$ and $\mu_B$ derivatives of the masses and widths act on the effective coupling and on
the explicit dependence of $T$ and $\mu_B$:
\[
\frac{\partial M_i^2}{\partial T} = \frac{\partial M_i^2}{\partial g^2} \frac{\partial g^2}{\partial T} \bigg|_{g^2} + \frac{\partial M_i^2}{\partial \mu_B} \bigg|_{\mu_B} \tag{3.45}
\]

The first term contributes to $a_T$, the second to $a_0$. By explicitly separating these deriv-
atives in Eq. (3.44) we get an equation for the $\mu_B$-derivative of the effective coupling:
\[
a_S + a_\mu \frac{\partial g^2}{\partial \mu_B} = a_N - a_T \frac{\partial g^2}{\partial T} \Rightarrow \frac{\partial}{\partial \mu_B} g^2 = \frac{\left( a_N - a_S + a_T \frac{\partial g^2}{\partial T} \right)}{a_\mu}. \tag{3.46}
\]

By substituting $a_0 = a_N - a_S$ we retain Eq. (3.43). In the literature this equation is
often called "flow equation" for the effective coupling [80, 81]. The abbreviations $a_S$, $a_\mu$, $a_N$ and $a_T$ are functions of temperature, chemical potential and the effective coupling $g^2(T, \mu_B)$. For momentum-independent selfenergies they are defined as:
\[
a_S(T, \mu, g^2) = \sum_{i=g,u,d,s} \left( \frac{\partial s_i}{\partial M_i^2} \frac{\partial M_i^2}{\partial \mu_B} \bigg|_{g^2} + \frac{\partial s_i}{\partial \gamma_i} \frac{\partial \gamma_i}{\partial \mu_B} \bigg|_{g^2} \right), \tag{3.47}
\]
\[
a_\mu(T, \mu, g^2) = \sum_{i=g,u,d,s} \left( \frac{\partial s_i}{\partial M_i^2} \frac{\partial M_i^2}{\partial g^2} + \frac{\partial s_i}{\partial \gamma_i} \frac{\partial \gamma_i}{\partial g^2} \right), \tag{3.48}
\]
\[
a_N(T, \mu, g^2) = \sum_{i=u,d,s} \left( \frac{\partial n_i}{\partial M_i^2} \frac{\partial M_i^2}{\partial T} \bigg|_{g^2} + \frac{\partial n_i}{\partial \gamma_i} \frac{\partial \gamma_i}{\partial T} \bigg|_{g^2} \right), \tag{3.49}
\]
\[
a_T(T, \mu, g^2) = \sum_{i=u,d,s} \left( \frac{\partial n_i}{\partial M_i^2} \frac{\partial M_i^2}{\partial g^2} + \frac{\partial n_i}{\partial \gamma_i} \frac{\partial \gamma_i}{\partial g^2} \right). \tag{3.50}
\]

The extension to momentum-dependent selfenergies is straight forward. The only differ-
é is, that we have to evaluate all the derivatives within the momentum integrals of
the entropy and the density. As long as we keep the coupling momentum independent,
we can still pull its derivatives out of the integrals, thus retaining the known form of Eq.
(3.43) of the flow equation.

It is easy to generalize the flow equation to arbitrary chemical potentials $\mu_i$. For this
aim one has to replace the baryon number density with the density assigned to the
corresponding chemical potential $\frac{\partial P}{\partial \mu_i} = n_i$,
\[
\frac{\partial s}{\partial \mu_Q} \bigg|_T = \frac{\partial n_Q}{\partial T} \bigg|_{\mu_Q}, \quad \frac{\partial s}{\partial \mu_S} \bigg|_T = \frac{\partial n_S}{\partial T} \bigg|_{\mu_S}. \tag{3.51}
\]
This is important if one wants to consider certain constraints on the strange or charge densities. The densities for the different conserved charges are also connected by Maxwell relations,

\[
\left. \frac{\partial n_i}{\partial \mu_j} \right|_{\mu_i} = \left. \frac{\partial n_j}{\partial \mu_i} \right|_{\mu_j}, \quad i, j = B, Q, S. \tag{3.52}
\]

The flow equations derived from Eq. (3.52) are simpler than the ones from Eq. (3.42), because the \(a_0\) term vanishes and the flow equations read

\[
\left( \frac{\partial n_i}{\partial g^2} \right)^{-1} \frac{\partial g^2}{\partial \mu_i} = \left( \frac{\partial n_j}{\partial g^2} \right)^{-1} \frac{\partial g^2}{\partial \mu_j}. \tag{3.53}
\]

Before we show actual results from the flow equation, we discuss the important case of \(\mu_B = 0\). Since the particle density is zero for \(\mu_B = 0\), the same holds for its derivatives with respect to the masses and the width. Therefore \(a_N = a_T = 0\). On the other side the derivatives of the masses and widths with respect to the chemical potential evaluated at \(\mu_B = 0\) also have to vanish, and therefore \(a_S = 0\). Only \(a_\mu\) stays finite. This implies \(\partial g^2/\partial \mu_B \mid_{\mu_B=0} = 0\), as expected for QCD.

A more interesting case is the second derivative \(\partial^2 g^2/\partial \mu_B^2 \mid_{\mu_B=0}\). For this we apply \(\partial / \partial \mu_B\) to the flow equation (3.46) and evaluate it at \(\mu_B = 0\). Dropping the terms that vanish we get

\[
\left. \frac{\partial^2 g^2}{\partial \mu_B^2} \right|_{\mu=0} = \frac{1}{a_\mu} \left( \frac{\partial}{\partial \mu_B} (a_n - a_s) + \left( \frac{\partial}{\partial \mu_B} a_T \right) \frac{\partial g^2}{\partial T} \right) \mid_{\mu_B=0}. \tag{3.54}
\]

This quantity is always negative indicating that the effective coupling decreases with chemical potential for fixed \(T\). Note that we needed \(\partial^2 g^2/\partial \mu_B^2 \mid_{\mu=0}\) to calculate the fourth-order susceptibility (3.35). Using the flow equation we can relate \(\chi_B^4\), and all other higher-order susceptibilities, to the equation of state at vanishing chemical potential.

It may seem as if the equation of state at \(\mu_B = 0\) contains already the equation of state in the whole \(T-\mu_B\) plane. This, however, is not true. When we calculate \(\chi_B^4\) we probe also the explicit \(\mu_B\)-dependence of the selfenergies via \(\partial^2 M_{q\bar{q}}/\partial \mu_B^2 g^2\). This is a model-dependent input into our theory, that we fixed with the parametrization of the masses. The comparison of higher-order susceptibilities with the lattice is therefore a direct test of the \(\mu_B\)-dependence of the quark selfenergies, that can only be done with the flow equation.

We solve the flow equation by calculating the derivative \(\partial g^2/\partial \mu_B \mid_{\mu_B=0}\) for all temperatures between \(T = 150\) MeV and \(T = 600\) MeV while keeping the chemical potential fixed. We then use the Euler method to determine the coupling for an infinitesimal larger chemical potential,

\[
g(T, \mu_B + \Delta \mu_B) = g(T, \mu_B) + \frac{\partial g^2}{\partial \mu_B}(T, \mu_B, g^2) \cdot \Delta \mu_B. \tag{3.55}
\]

The Euler method is the simplest possible way to solve a differential equation. If the step size is too large, the solution has a huge numerical error. We use a step size of
Figure 3.11: The coefficients $a_T$ (top left), $a_N$ (top right), $a_S$ (middle left) and $a_\mu$ (middle right) as well as the difference $a_N - a_S = a_0$ (bottom left) and the differential $-\partial g^2/\partial \mu_B$ (bottom right) calculated with the flow equation (3.46) for the DQPM as a function of temperature for a baryon chemical potential of $\mu_B = 300$ MeV. The red lines show the results obtained with strangeness neutrality and the black lines without. The results for the coefficient $a_\mu$ lie on top of each other and can not be distinguished by eye. Nevertheless, they are not exactly equal.
Figure 3.12: The effective coupling for the extended DQPM* (left) and for the regular DQPM (right) as a function of the baryon chemical potential $\mu_B$ for $T = 200$ MeV. The red lines show the coupling calculated from the flow equation with strangeness neutrality and the black lines without. We choose the entropy dependent coupling from Eq. (3.19) as the starting coupling at $\mu_B = 0$ for the DQPM. The blue lines show the coupling from the scaling hypothesis.

\[ \Delta \mu_B = 3 \text{ MeV}. \]  
A smaller $\Delta \mu_B$ does not lead to a substantial increase in the precision. An alternative way to solve the flow equation is the method of characteristics. With this method one calculates lines on which the coupling stays constant. This was done for an effective quasiparticle model with $\gamma = 0$ in Refs. [80, 81, 165]. The method of characteristics is just a different way to solve the flow equation and does not increase the precision of the solution. Up to now the flow equation was only used in the context of effective quasiparticle models without width. This thesis is the first study in which the flow equation is solved for a quasiparticle model with a finite width. Earlier works on the DQPM at finite chemical potential have used the scaling hypothesis [31, 85, 86, 168, 169, 170].

An important constraint for heavy-ion collisions is strangeness neutrality. This condition is easy to achieve in the DQPM and DQPM*. The only particle that contains strangeness is the strange quark. If the chemical potential of the strange quarks is zero one has automatically zero net strangeness. This fixes the strange chemical potential to $\mu_S = \mu_B$ and therefore $\mu_s = \mu_B - \mu_S = 0$.

The first four panels in Fig. 3.11 show the coefficients $a_S$, $a_\mu$, $a_N$ and $a_T$ from the flow equation (3.46) as a function of temperature $T$ for a baryon chemical potential of $\mu_B = 300$ MeV. We distinguish the two cases of strict strangeness neutrality $N_S = 0$ and the equivalence of all three flavors $\mu_s = \mu_{u,d}$. In general the coefficients with $N_S = 0$ differ from the coefficients without any constraints. The only difference is $a_\mu = \partial s / \partial g^2$ that is nearly unchanged. The entropy is rather insensitive to finite chemical potentials and even if we incorporate strangeness neutrality, the strange quarks are still in the system and give a contribution to $a_\mu$, since they feel the finite $\mu_B$ via the effective coupling $g^2(T, \mu_B)$.

From the behavior of the coefficients in Fig. 3.11 one would expect some influence from...
strangeness neutrality on the effective coupling. This, however, is not the case, as only the difference of $a_N - a_S$ enters the flow equation \eqref{eq:3.46}. The different behaviors of the strange quarks are canceled and the difference $a_N - a_S$ is unaffected by strangeness neutrality, as shown for $\mu_B = 300$ MeV in the bottom left panel of Fig. 3.11. The coefficient $a_T$, that is also affected by strangeness neutrality, is very small compared to the others. As a result we find that the differential $\partial g^2/\partial \mu_B$ is almost unchanged under the constraint $N_S = 0$ as demonstrated in the bottom right panel of Fig. 3.11 also for $\mu_B = 300$ MeV.

We now compare the results of the coupling from the flow equation with and without strangeness neutrality to the scaling hypothesis. The coupling as a function of the baryon chemical potential is shown in the left panel of Fig. 3.12 for the DQPM* and in the right panel of Fig. 3.12 for the DQPM. The temperature is kept at $T = 200$ MeV. Strangeness neutrality has, as expected, only a small influence on the coupling. We see a similar behavior in both quasiparticle models. The effective coupling decreases as a function of the chemical potential for the flow equation and the scaling hypothesis, but the effect is stronger for the scaling hypothesis. It seems as if the coupling would saturate in the scaling hypothesis at large chemical potentials. The ratio $T^*/T_c(\mu_B)$, that controls the coupling, becomes very large as the chemical potential increases. The scaled entropy $s/s_{SB}$ does not change very much at high temperatures, so the coupling does also not change anymore. This illustrates the smaller application range of the scaling hypothesis compared to the flow equation, that does not show such an effect. The coupling keeps decreasing even at $\mu_B = 900$ MeV. The curve looks like a parabola for $\mu_B < 400$ MeV and a linear function for higher $\mu_B$.

A finite chemical potential decreases the coupling, but does not change its functional form. We show $g^2$ for the DQPM* calculated with the flow equation as a function of temperature for different baryon chemical potentials in Fig. 3.13. The coupling decreases for all $\mu_B$ and has the expected $g^2 \sim 1/\ln T^2$ behavior at large temperatures. We find only small deviations between the couplings at $\mu_B = 0$ and $\mu_B = 300$ MeV, which is the range in chemical potential where the lQCD extrapolations can be used. At $\mu_B = 600$ MeV the coupling differs much stronger. This is a region in the phase diagram that can only be accessed with effective theories. The largest chemical potential $\mu_B = 900$ MeV is a region, that for small temperatures $T < 50$ MeV is probed by the nuclear equation of state. Effective theories that employ partonic degrees of freedom have difficulties at these baryon chemical potentials, since baryons become extremely important and it is safer to extend nuclear matter approaches to finite temperature than using effective models that are adjusted to lQCD results at $\mu_B = 0$. The flow equation should still be applicable for these $\mu_B$, if the temperature is not too small compared to the chemical potential. However, we will not apply the flow equation for baryon chemical potentials larger than $\mu_B = 900$ MeV.

We have seen already in the comparison between the flow equation and the scaling hypothesis that the couplings differ. This has also some consequences for the thermodynamics. We compare in Fig. 3.14 the baryon number density from the quasiparticle density $n_{\text{qp}} = n^{(0)} + \Delta n$ calculated from Eqs. (A.36) and (A.37) to the thermodynamic definition $\partial P/\partial \mu_B$. For the flow equation we see no difference between both definitions,
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Figure 3.13: The effective coupling $g^2$ for the DQPM* calculated with the flow equation as a function of the temperature for different baryon chemical potentials.

demonstrating that it leads indeed to a thermodynamic consistent theory, but for the scaling hypothesis we find a larger thermodynamic density than from the quasiparticle density. The scaling hypothesis violates thermodynamic consistency. As a consequence it is not possible to define a unique pressure or energy density. In the following we will always use the flow equation to calculate the effective coupling. However, the quasiparticle density of the scaling hypothesis agrees up to small baryon chemical potential with the density from the flow equation. This shows that the scaling hypothesis is approximately thermodynamic consistent for baryon chemical potentials $\mu_B < 300$ MeV if one uses the quasiparticle density $n^{qp}$ to define the density. We show additionally the density from the Taylor expansion $n_B \approx \chi_B \cdot \mu_B$. The expansion is consistent with the density from the flow equation and also with the quasiparticle density from the scaling hypothesis at small $\mu_B$. We find no significant deviations from the lQCD equation of state up to $\mu_B \approx 300$ MeV. The range of chemical potentials, where the scaling hypothesis agrees with the flow equation, coincides with the application range of the Taylor expansion because the density at small $\mu_B$ is controlled by the susceptibility. We use this fact to construct a thermodynamic consistent extension of the scaling hypothesis in Appendix A.4.

We show in Fig. 3.15 the pressure, the energy density, the entropy density and the interaction measure for $T = 200$ MeV as a function of baryon chemical potential scaled with their values at $\mu_B = 0$. The coupling is calculated with the flow equation without strangeness neutrality. The entropy density is the least affected quantity while the pressure is affected most. As expected, we see only small changes for $\mu_B < 300$ MeV.
Figure 3.14: The baryon number density for the DQPM* as a function of the baryon chemical potential $\mu_B$ for $T = 200$ MeV. The black lines show the results calculated from the quasiparticle density $n_{DQPM} = n^{(0)} + \Delta n = 3 n_B$, the red lines the results from the thermodynamic definition $\frac{dP}{d\mu_B}$. Full lines are calculated with the scaling hypothesis and dashed lines with the flow equation. The blue line shows the baryon density in first-order Taylor expansion at zero chemical potential $n_B \approx \chi_B \cdot \mu_B$. The Taylor expansion is compatible with the density from the flow equation up to $\mu_B \approx 300$ MeV.

In all four quantities. The thermodynamics in this region are well described by the fit $P(\mu_B)/P(0) = 1 + a \mu_B^2$. This confirms again, that we can trust the lattice expansion for finite $\mu_B$ up to $\mu_B \approx 300$ MeV. At larger baryon chemical potentials this is no longer the case, as one sees deviations from this simple fit and one needs more Taylor coefficients to describe the equation of state. The variation of the equation of state at finite chemical potential is usually discussed in terms of the pressure difference,

$$\Delta P = P(\mu_B) - P(0) = \int_0^{\mu_B} n_B \, d\mu_B \approx \frac{1}{2} \chi_B \mu_B^2 + \cdots.$$  

(3.56)

In first-order Taylor expansion it is defined by the susceptibility $\Delta P \approx \frac{1}{2} \chi_B \mu_B^2$. A deviation from this behavior also indicates that one leaves the applicability range of the Taylor expansion. We will not show the pressure difference since all relevant information are already visible in Figs. 3.14 and 3.15. As long as the baryon density behaves linearly in $\mu_B$ one is still in the applicability range of the expansion.

We will finally discuss the equation of state as a function of temperature for finite baryon chemical potential. The left panel in Fig. 3.16 shows the dimensionless equation of state for $\mu_B = 300$ MeV and the right panel for $\mu_B = 600$ MeV. Even if the equation of state
for $\mu_B = 600$ MeV follows no longer from the simple Taylor expansion, we see no drastic deviations in the functional form compared to the $\mu_B = 0$ equation of state in Fig. 3.9. The scaled pressure, energy and entropy density are increasing functions but saturate at large temperatures; the interaction measure has a maximum at low temperatures and drops to zero as the temperature increases further. There are, however, small differences. We see that the steep rise in the scaled equation of state, that indicates a change in the degrees of freedom, happens at lower temperatures for finite $\mu_B$ and the maximum of the interaction measure is also shifted towards lower temperatures. This suggests that the hadron-parton transition happens at lower temperatures for finite chemical potentials. However, this is not a proof, just an indication. The scaled energy density at $\mu_B = 600$ MeV shows the strongest change compared to $\mu_B = 0$. It appears that the function has already saturated at $T = 200$ MeV. At baryon chemical potentials between 615 MeV and 630 MeV a maximum will emerge. Nevertheless, the unscaled energy density is still a rising function with temperature and chemical potential. The changes in the scaled energy density are closely related to the baryon number density, that gives a contribution of $\mu_B \cdot n_B$ to the energy density. The dimensionless density $n_B/T^3$ is shown as the black lines in Fig. 3.16. We see that it is very small compared to the other functions. We show it for different $\mu_B$ in Fig. 3.17 as a function of the temperature. It has a maximum at $T \approx 230$ MeV for the chemical potentials below 300 MeV. The position of the maximum is shifted towards smaller temperatures as we increase $\mu_B$, similar to the

Figure 3.15: The pressure, energy density, entropy density and interaction measure for the DQPM$^*$ as a function of the baryon chemical potential $\mu_B$ for $T = 200$ MeV. The coupling for finite chemical potential was calculated with the flow equation without strangeness neutrality. All quantities are scaled by their values at $\mu_B = 0$. 
Figure 3.16: The DQPM* equation of state as a function of the temperature $T$ for finite baryon chemical potential. The green lines show the entropy density, the red lines the energy density, the blue lines the pressure, the orange lines the interaction measure and the black lines the baryon number density. All quantities are scaled by powers of the temperature. The left picture shows the results for $\mu_B = 300$ MeV and the right picture for $\mu_B = 600$ MeV. The coupling for finite baryon chemical potential was calculated with the flow equation. The baryon number densities have a maximum at $T \approx 200$ MeV and decrease to zero for larger temperatures. The energy density for $\mu_B = 600$ MeV is still increasing with temperature, but only very slightly.

The interaction measure. The maximum for $\mu_B = 600$ MeV is already at $T \approx 210$ MeV. The scaled density decreases with increasing temperature and will vanish at very large $T$, but increases at least linearly with $\mu_B$; its contribution to the pressure and the energy density is therefore of the order $\mu_B^2$ and the contribution to the scaled equation of state goes with $(\mu_B/T)^2$, so it is most pronounced at low temperatures. This is the reason for the peak in the energy density.

A drawback of the flow equation and also the scaling hypothesis is, that we will never see deviations from the quasiparticle picture, as this is build into the approach. We will also never see a phase transition or a critical point. The flow equation and the scaling hypothesis are blind to different phases of QCD. For this one has to employ more fundamental approaches like Dyson-Schwinger equations [60, 121, 159, 171] or the functional renormalization group [62, 64, 66, 67].

In summarizing this section we have presented two methods to extend our quasiparticle models to finite baryon chemical potential. The scaling hypothesis is based on phenomenology and uses the assumption that the coupling depends only on the ratio $T/T_c$; the flow equation is based on the Maxwell relations. The flow equation ensures the thermodynamic consistency of the quasiparticle model, but the scaling hypothesis violates it. The scaling hypothesis is therefore not suited to study the equation of state at finite chemical potential, however, it gives still comparable results to the flow equation when applied for baryon chemical potentials $\mu_B < 300$ MeV, where the equation of state is completely defined by the equation of state at $\mu_B = 0$ and the baryon number
susceptibility $\chi_B$. Using the flow equation for the DQPM* we here predicted the QCD equation of state at large baryon chemical potentials.

### 3.4 Transport coefficients

So far we studied only thermodynamic, i.e. static properties, but quasiparticle models can also determine dynamical properties. These are encoded in transport coefficients that measure the response of a system to an external perturbation. One of the most commonly known transport coefficients is the electric conductivity $\sigma$, that appears in Ohm’s law and quantifies the response to an external electric field $E$,

$$\vec{j}_{em} = \sigma \vec{E}. \tag{3.57}$$

The external field will generate a finite charge current $j_{em}$ that is proportional to the electric field. The strength of the current is determined by the conductivity $\sigma$.

Transport coefficients are strictly defined by the Green-Kubo relation \[103, 172\] that connects a transport coefficient $\lambda$ with equilibrium fluctuations of the flux $J$,

$$\lambda = \frac{1}{T} \int d^3r \int_0^\infty dt \, \langle J(0,0)J(r,t) \rangle = \frac{V}{T} \int_0^\infty \langle J(0)J(t) \rangle \, dt. \tag{3.58}$$

The flux is the current created by the external perturbation, i.e. the charge current $j_{em}$ defines the electric conductivity. The quantity $C(t) = \langle J(0)J(t) \rangle$ is the autocorrelation
function and relates the observable \( J \) to itself at a later time. For \( t = 0 \) it is identical to the squared flux \( \langle J^2(0) \rangle \) and always positive. At large times it will decay to zero as \( J \) becomes uncorrelated for \( t \to \infty \). Actual calculations show an exponential decay of \( C(t) \) \cite{173,174,175,176},

\[
C(t) = \langle J(0)J(t) \rangle \approx \langle J(0)J(0) \rangle e^{-t/\bar{\tau}}. \tag{3.59}
\]

The relaxation time \( \bar{\tau} \) describes the time scale which the system needs to equilibrate after the external force was applied. Substituting (3.59) into Eq. (3.58) defines the transport coefficient as a function of the relaxation time,

\[
\lambda = \frac{V}{T} \langle J(0)J(0) \rangle \bar{\tau}. \tag{3.60}
\]

Each transport coefficient has its own specific relaxation time that is connected to the underlying microscopic dynamics responsible for the transport process. The autocorrelation function \( C(t) \) is a real-time Green’s function and has therefore a spectral representation in terms of a spectral function \( \rho(\omega) \). It was shown in Ref. \cite{177} that transport coefficients are related to the low frequency behavior of these spectral functions,

\[
\lambda \sim \lim_{\omega \to 0} \frac{\rho(\omega)}{\omega}. \tag{3.61}
\]

This Kubo-relation can be used to calculate transport coefficients from lattice simulations because real-time and Euclidean-time Green’s functions have the same spectral functions. The Euclidean-time autocorrelation function is defined as

\[
C(\tau) = \int d^3x \langle J(0,0)J(\tau,x) \rangle, \tag{3.62}
\]

and can be directly calculated on the lattice. The spectral representation of the correlator is given by

\[
C(\tau) = \int_0^\infty d\omega \frac{\omega}{2\pi} \rho(\omega) \frac{\cosh (\omega (\tau - \frac{1}{2T}))}{\sinh (\frac{\omega}{2T})}. \tag{3.63}
\]

By inverting this relation one can determine the spectral function \( \rho(\omega) \) that reproduces the calculated Euclidean-time correlators. Unfortunately, the true form of the spectral function for an interacting theory is not known. For a non-interacting theory \( \rho(\omega) \) has a \( \delta \)-peak at \( \omega = 0 \)\(^6\). It is expected that this peak gets smeared out by the interaction. The spectral function has to vanish like \( \rho(\omega) \sim \omega \) for \( \omega \to 0 \) to keep the transport coefficient finite. First attempts in Ref. \cite{178} used a simple Breit-Wigner function. This ansatz was confirmed in various approximations like hydrodynamics or the heavy-quark limit \cite{179,180,181,182}. The inversion of relation (3.63) is in general an ill-defined problem. Current approaches are still employing the Breit-Wigner ansatz or use Bayesian methods like the Maximum Entropy Method \cite{183,184} to determine the spectral functions.

\(^6\)This is not the case for the bulk viscosity.
A third way for the calculation of transport coefficients is the relaxation-time approximation (RTA). In this approach the collision term of transport equations is approximated as linear in the distribution function $f$,

$$I_{\text{coll}} = -\frac{f - f_{\text{eq}}}{\tau}. \quad (3.64)$$

The distribution function, that was driven out-of equilibrium by the external force, will relax back into the equilibrium distribution $f_{\text{eq}}$. The time scale of the relaxation is governed by the relaxation time $\tau$ that describes also the decay of the autocorrelation function (3.59). This approximation allows to derive expressions for various transport coefficients, see Refs. [185, 186].

In the following we will focus on three coefficients: the shear viscosity $\eta$, the bulk viscosity $\zeta$ and the electric conductivity for static electric fields $\sigma_0$.

We start with the discussion of the viscosities. Viscosity is a property that is related to the "thickness" of a fluid. A larger viscosity implies a stiffer behavior; honey has a higher viscosity than water. The QGP created in ultra-relativistic heavy-ion collisions shows properties of a fluid [1, 2, 3, 4]. In fact, first experimental measurements of Au+Au collisions at RHIC are well described by ideal hydrodynamics [22]. This indicates very small viscosities of the created QGP. Calculations using viscous hydrodynamics verified these results. A large shear viscosity of the QGP is incompatible with the observed elliptic flow, a measure of the anisotropy of the particle spectra [23, 24]. A finite shear viscosity decreases this flow anisotropy and only very small $\eta$ can explain the experimental data. On the contrary, the shear viscosity can not become arbitrarily small. There is a universal lower limit for the ratio of shear viscosity to entropy density derived from infinitely coupled supersymmetric Yang-Mills gauge theories, the so called KSS-limit [25],

$$\frac{\eta}{s} \geq \frac{1}{4\pi}. \quad (3.65)$$

First lQCD calculations found no violations of this limit [187, 188], but the measured ratio was the smallest ever observed for any fluid. This makes the QGP the "most perfect fluid". The shear viscosities in the hadronic and the partonic phases differ substantially. In the hadronic phase $\eta/s$ is expected to increase for lower temperatures [176, 189, 190, 191, 192], while in the partonic phase the ratio is expected to increase for larger temperatures [141, 193, 194, 195]. This behavior indicates a minimum of $\eta/s$ in the vicinity of the QCD phase transition which is a universal behavior of strongly correlated fluids and was also seen in the phase transitions of water, helium and ultra-cold Fermi gases [191, 195, 196].

The other viscosity relevant for heavy-ion physics is the bulk viscosity. A finite bulk viscosity will act against compression or expansion. In heavy-ion collisions it would slow down the expansion of the fireball. The bulk viscosity of QCD matter is expected to be a lot smaller than the shear viscosity and the effects of $\zeta$ are therefore much harder to observe. Most viscous approaches concentrate only on the shear viscosity. The QCD bulk viscosity has a different behavior than the shear viscosity. The ratio $\zeta/s$ is expected to decrease with temperature at very small [84, 192, 197, 198, 199] but also
very large temperatures \cite{173, 200, 201, 202}. However, $\zeta/s$ is not a monotonic decreasing function. At a second-order phase transition $\zeta/s$ will diverge. This behavior is protected by universality and appears also near a crossover, but in the form of a peak \cite{200}. It is therefore inevitable, that $\zeta/s$ rises in the hadronic phase near $T_c$ \cite{203, 204}. The peak causes the fireball to spend more time in the vicinity of the phase transition. This is consistent with the minimum of the speed of sound close to $T_c$ \cite{203, 204}, which has a similar effect. The speed of sound $c_s$ is also connected to the estimated lower bound of the bulk viscosity \cite{205},

$$\frac{\zeta}{\eta} \geq 2 \left( \frac{1}{3} - c_s^2 \right). \quad (3.66)$$

$\zeta$ can only vanish for $c_s^2 \to 1/3$, which occurs in systems with massless particles. A smaller $c_s^2$ on the other side will imply a larger $\zeta$.

The fluxes corresponding to the viscosities are the components of the energy-momentum tensor $T_{\mu\nu}$. The component $T_{00}$ is the energy density, the $T_{0i}$ are the momentum densities, $T_{ii}$ are the partial pressures $P_i$ and the $T_{ij}$ the momentum fluxes. The momentum fluxes $T_{ij}$ correspond to the shear viscosity and the momentum densities $T_{0i}$ to the "sound mode" given by $\frac{4}{3} \eta + \zeta$, which is a combination of bulk and shear viscosity \cite{206}. The bulk viscosity itself is related to the trace of the energy-momentum tensor $\theta = T_{\mu\nu}$ \cite{201}:

$$\eta = \frac{V}{T} \int_0^\infty \langle T_{xy}(0)T_{xy}(t) \rangle \, dt, \quad (3.67)$$

$$\frac{4}{3} \eta + \zeta = \frac{V}{T} \int_0^\infty \langle T_{0z}(0)T_{0z}(t) \rangle \, dt, \quad (3.68)$$

$$\zeta = \frac{V}{T} \int_0^\infty \langle \theta(0)\theta(t) \rangle \, dt. \quad (3.69)$$

The Kubo formulae for the spectral functions read:

$$\eta = \pi \lim_{\omega \to 0} \frac{\rho_{xy}}{\omega}, \quad (3.70)$$

$$\frac{4}{3} \eta + \zeta = \pi \lim_{\omega \to 0} \frac{\rho_{0z}}{\omega}, \quad (3.71)$$

$$\zeta = \frac{\pi}{9} \lim_{\omega \to 0} \frac{\rho_\theta}{\omega}. \quad (3.72)$$

Here we calculate the viscosities from the RTA formulae derived in Ref. \cite{185}. The shear and bulk viscosity for a system of different quasiparticle species read:

$$\eta = \frac{1}{15T} \sum_i \int \frac{d^3p}{(2\pi)^3} \frac{p_i^4}{\omega_i^2} \tau_i \, n_{B/F}(\omega_i), \quad (3.73)$$

$$\zeta = \frac{1}{9T} \sum_i \int \frac{d^3p}{(2\pi)^3} \frac{\tau_i}{\omega_i^2} \left[ p^2 - 3c_s^2 \left( \omega_i^2 - T^2 \frac{dM_i^2}{dT^2} \right) \right]^2 \, n_{B/F}(\omega_i). \quad (3.74)$$

\textsuperscript{7}i and j denote the spatial components.
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The sum runs over all quasiparticle species in the system. In case of deconfined QCD this are 36 quarks and 16 gluons. The distribution function \( n_{B/F} \) is either a Fermi- or a Bose-distribution function and \( \tau_i \) the relaxation time of the quasiparticle. The energy follows from the dispersion relation \( \omega_i^2 = p^2 + M_i^2 \), with the quasiparticle mass \( M_i \) that can depend on the medium. The derivative \( dM^2/dT^2 \) explicitly includes these mean-field effects, which are important for the bulk viscosity. They are responsible for the peak at the critical temperature [173].

One can easily evaluate these expressions, if the relaxation times are known. This demonstrates the advantage of the DQPM compared to other quasiparticle approaches. The relaxation times are already defined as the inverse of the quasiparticle widths, \( \tau_i = 1/\gamma_i \).

\[ \tau_i = \frac{1}{\gamma_i}, \quad (3.75) \]

In approaches without dynamical quasiparticles one needs to estimate the relaxation times, for example from cross sections of parton-parton scatterings \( \tau^{-1} = n \sigma_{\text{tot}} \) [83, 174, 194]. Note that in the NJL model this procedure leads to a too small \( \eta/s \) that violates the KSS-limit [84].

Eqs. (3.73) and (3.74) define the viscosities for a system of on-shell particles, but the DQPM quasiparticles are off-shell. We extend them to off-shell equations that consider also a finite width. We use the expressions introduced in Refs. [85, 86]. The integral over the distribution function is extended to an integral over the spectral function,

\[ \int \frac{d^3p}{(2\pi)^3} n_{B/F}(\omega) \rightarrow \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{d\omega}{2\pi} 4\omega \ A(\omega, p) \ n_{B/F}(\omega), \quad (3.76) \]

with the Breit-Wigner spectral function (3.5). From this we obtain the viscosities for a system of off-shell quasiparticles,

\[ \eta = \frac{1}{15T} \sum_i \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{d\omega}{2\pi} \frac{p^4}{\omega} 4\tau_i \ A_i(\omega, p) \ n_{B/F}(\omega) \ \Theta(P^2), \quad (3.77) \]

\[ \zeta = \frac{1}{9T} \sum_i \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{d\omega}{2\pi} \frac{4\tau_i}{\omega} \left[p^2 - 3c^2 s \left(\omega^2 - T^2 \frac{dM_i^2}{dT^2}\right)\right]^2 A_i(\omega, p) \ n_{B/F}(\omega) \ \Theta(P^2). \quad (3.78) \]

In the on-shell limit \( \gamma \rightarrow 0 \) the spectral functions will reduce to a \( \delta \)-peak \( \lim_{\gamma \rightarrow 0} A = \pi \delta(\omega^2 - p^2 - M^2) \) and one recovers the on-shell definitions of the viscosities, Eqs. (3.73) and (3.74).

The factor \( \Theta(P^2) = \Theta(\omega^2 - p^2) \) in Eqs. (3.77) and (3.78) is a step function and excludes spacelike momenta \( |p| > \omega \) from the integration. Spacelike momenta are a natural consequence for off-shell particles, but they "travel" faster than the speed of light. They can therefore not contribute to transport processes and have to be excluded from the calculation of the transport coefficients.

The widths of the DQPM* are momentum-dependent. This implies momentum-dependent relaxation times, but the \( \bar{\tau} \) in the Green-Kubo autocorrelation function (3.59) and the
Figure 3.18: The shear viscosity over entropy density ratio $\eta/s$ as a function of the normalized temperature $T/T_c$. The full red line shows the DQPM* and the dashed orange line the DQPM result. The symbols show lQCD data taken from Refs. [187] (squares), [188] (triangles), [202] (circles), and [193] (pentagons). The thin brown line shows $\eta/s$ calculated from the functional renormalization group for pure Yang-Mills theory [207]. The blue line shows the estimate from a Bayesian analysis of experimental heavy-ion data, the blue shaded area is the 90\% credible region [208, 209]. The dashed grey line demonstrates the KSS-limit [25].

RTA approximation (3.64) depend only on the medium. We will therefore define the relaxation times via the ensemble averaged width,

$$\tau_i^{-1} = \langle \gamma_i \rangle = \frac{1}{n_{i,\text{off}}} \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{d\omega}{2\pi} \frac{4\omega}{P} A_i(\omega, p) n_{B/F}(\omega) \Theta(P^2).$$

(3.79)

The normalization factor $n_{i,\text{off}}$ is the density of timelike off-shell quasiparticles,

$$n_{i,\text{off}} = \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{d\omega}{2\pi} \frac{4\omega}{P} A_i(\omega, p) n_{B/F}(\omega) \Theta(P^2).$$

(3.80)

We have again excluded spacelike momenta from the integration.

We show in Fig. 3.18 the ratio of the shear viscosity to entropy density as a function of $T/T_c$. Note that we rescaled the temperatures with the specific $T_c$ of the corresponding theory to get a meaningful comparison between different models. The full red line shows the DQPM* and the dashed orange line the DQPM result. In both models $\eta/s$
increases with temperature. The DQPM* results differ from the DQPM by a factor of roughly 1.2 – 1.5. This is essentially due to different relaxation times. The ensemble averaged widths of the DQPM* are larger than the DQPM widths resulting in smaller relaxation times and a smaller $\eta/s$. We find that both models respect the KSS-limit. The smallest $\eta/s$ is twice as large as the KSS-limit. We compare our predictions to different lQCD calculations. The squares [187], triangles [188] and circles [202] are lattice data for pure $SU(3)$ gauge theories. The pentagons show results taken from Ref. [193]. The authors originally determined $\eta/s$ for pure $SU(3)$ gauge theory, but rescaled their results based on the ratio $(\eta/s)_{QCD}/(\eta/s)_{YM}$ estimated in Ref. [207]. The pentagons show the estimated result for $N_f = 3$ QCD. Their original results are slightly smaller than the shown data points but within the error bars. So far it is not possible to determine the functional form of $\eta/s$ from the lattice data alone. They vary over more than one order of magnitude and have too large error bars. Only the most recent results from Ref. [193] show a clear functional form. We display also results from other models. The brown line shows $\eta/s$ predicted for pure $SU(3)$ gauge theory from the functional renormalization group calculated in Ref. [207]. The result features the predicted minimum, but at a too large temperature, despite the proper rescaling of $T_c$. The $\eta/s$ from that approach is even smaller than our results and the minimum is extremely close to the KSS-limit. The blue line is the prediction from Refs. [208, 209] that was obtained from a Bayesian analysis of experimental heavy-ion data. They simulated collisions in a hybrid approach with a hydrodynamical evolution of the fireball followed by a hadronic afterburner and determined the best set of parameters to describe experimental data from RHIC and LHC [211, 212]. The transport coefficients extracted by that method are only sensitive to the evolution of the QGP. The blue line shows the best fit of the shear viscosity to the experimental data and the bright blue area is the 90 % credible region of that fit. The $\eta/s$ ratio is compatible with the DQPM* prediction at temperatures $T/T_c > 1.3$, but shows a very low shear viscosity at small temperatures, violating the KSS-limit near the phase transition. Nevertheless, the 90 % credible region agrees with the limit.

We show in Fig. 3.19 the bulk viscosity over entropy density $\zeta/s$. The DQPM and the DQPM* both exhibit the expected peak close to the critical temperature. The DQPM* maximum is exactly at $T_c$, the DQPM maximum is at a slightly lower temperature not shown in Fig. 3.19. The peak of the DQPM* bulk viscosity is larger, but the DQPM peak is broader. We find that the maximum of $\zeta/s$ in our current models is less pronounced than earlier DQPM results [84, 173]. The bulk viscosities of our quasiparticle models are always smaller than the shear viscosities, even close to the phase transition. We, furthermore, compare the bulk viscosity to available lQCD data. The circles in Fig. 3.19 are taken from Ref. [201] and the squares and triangle from Ref. [202]. They are obtained for pure $SU(3)$ gauge theory. The quasiparticle models can describe the lattice data at larger temperatures, but not the point at $T \approx T_c$ from Ref. [201]. However, this point may be unreliable. It has extremely large error bars and lattice simulations at low temperatures require much larger statistics than simulations at higher $T$. We compare the bulk viscosity also to predictions from a Bayesian analysis from Ref. [210]. The maximum of the peak at $T_c$ has a value of $\zeta/s \approx 0.075$ agreeing almost with the DQPM and DQPM* predictions, but the ratio drops extremely fast to zero, which is
Figure 3.19: The bulk viscosity over entropy density ratio $\zeta/s$ as a function of the normalized temperature $T/T_c$. The full black line shows the DQPM and the full orange line the DQPM result. The symbols show lQCD data for pure $SU(3)$ gauge theory taken from Refs. [201] (circles) and [202] (squares and triangles). The blue line shows the estimate from a Bayesian analysis of experimental heavy-ion data [210].

Incompatible with the small, but non-zero lattice data.

We continue the discussion of transport coefficients with the electric conductivity for stationary electric fields $\sigma_0$. We introduced the electric conductivity already in Ohm’s law in Eq. (3.57). The conductivity describes the response of a system to an external electric field. Linear response theory demands a linear relation between the field strength and the electric current for small fields. The electric conductivity is the constant of proportionality, $j_{em} = \sigma E$. Using the Kubo-relation Eq. (3.61) one can calculate the electric conductivity on the lattice. The flux associated with the conductivity is the spatial part of the electric current $j_{em}^\mu$. It is related to the vector currents of the different quark species,

$$j_{em}^\mu = e \sum_f q_f j_f^\mu = \frac{2e}{3} j_u^\mu - \frac{e}{3} j_d^\mu - \frac{e}{3} j_s^\mu. \quad (3.81)$$

The Kubo-relation for the conductivity reads [213, 214]:

$$\sigma_0 = \frac{C_{em}}{6} \lim_{\omega \to 0} \frac{\rho}{\omega}, \quad (3.82)$$

where $\rho$ is the spectral function that belongs to the correlator of the spatial vector current and not the electric current. The electric charges enter via the factor $C_{em}$. For
a partonic system $C_{em}$ is
\[
C_{em} = e^2 \sum_f q_f^2, \quad C_{em}^{N_f=2} = e^2 \frac{5}{9}, \quad C_{em}^{N_f=3} = e^2 \frac{2}{3}.
\] (3.83)

The electric charge in natural units follows from the Sommerfeld constant
\[
\alpha = \frac{e^2}{4\pi} \Rightarrow e^2 \approx \frac{4\pi}{137} \approx 0.0917.
\] (3.84)

The Drude theory gives a simple explanation of the processes leading to a finite $\sigma_0$. All charged particles in an electric field feel an additional force proportional to their electric charge. The positive and negative charged particles will be accelerated in opposite directions inducing an electric current. This current is damped by collisions of the particles with each other which limits the acceleration, resulting in a constant value of the electric current. The effects of the collisions are described by a simple friction term in the equations of motion. The Drude conductivity following from these assumptions is
\[
\sigma_0 = \frac{e^2 \tau n_e}{m},
\] (3.85)

where $m$ is the mass of the particle, $e$ the elementary charge and $\tau$ the average time between two collisions, i.e. the relaxation time. $n_e$ is the total charge density and should not be confused with the net charge density connected to charge conservation. The Drude formula was first applied to metals but could not describe the measured conductivities. It assumes that all electrons contribute to the electric current, neglecting that some of them are bound to the atomic lattice. The Drude theory is also a classical theory and does not incorporate quantum-statistical effects like Pauli blocking. Fortunately, all these drawbacks do not apply to the QGP. The temperature is so high that quantum-statistical effects are negligible and all particles in the plasma can contribute to the current. We will use the relativistic generalization of the Drude formula to determine the dimensionless ratio $\sigma_0/T$ for the QGP [85, 86, 215, 216],
\[
\frac{\sigma_0}{T} = e^2 \sum_f q_f^2 \frac{n_{f+f}}{\langle \omega_f \rangle T} \tau_f = e^2 \sum_f q_f^2 \left( \frac{n_{f}^{\text{off}} + n_{\bar{f}}^{\text{off}}}{\langle \omega_f \rangle \cdot \langle \gamma_f \rangle \cdot T} \right),
\] (3.86)

where the sum runs over the three light quark flavors $(u, d, s)$. The $q_f$ are the fractional charges of the quarks and the density $n_{f+f} = n_{f}^{\text{off}} + n_{\bar{f}}^{\text{off}}$ is the sum of the off-shell quasiparticle densities of quarks and antiquarks given by Eq. (3.80). Note that we have to exclude the spacelike parts of the spectral function to preserve causality. As in case of the viscosities we define the relaxation time by the inverse width (3.75) and for the DQPM* by the inverse ensemble averaged width (3.79). The mass in the original Drude formula is replaced by the expectation value of the energy,
\[
\langle \omega_i \rangle = \frac{1}{n_i^{\text{off}}} \int \frac{d^3p}{(2\pi)^3} \int_0^\infty \frac{d\omega}{2\pi} 4\omega^2 A_i(\omega, p) n_{B/F}(\omega) \Theta(P^2).
\] (3.87)
Figure 3.20: The electric conductivity over temperature $\sigma_0/T$ as a function of the normalized temperature $T/T_c$. The full red line shows the DQPM* and the dashed orange line the DQPM result. The symbols show lQCD data taken from Refs. [213, 217] (triangles), [218] (diamonds), [219] (pentagons), [220] (star), [221, 222] (green circles with brown borders), [223] (yellow circles with green borders) and [214, 224] (spheres).

The normalization factor is again the particle density of timelike off-shell quasiparticles $(3.80)$. The nonrelativistic limit of $\langle \omega_i \rangle$ is the mass $m$.

The contribution of each quasiparticle species to the conductivity is proportional to their squared electric charge. The up-quarks with $q_u^2 = 4/9$ give four-times the contribution of the down and the strange quarks with $q_d^2 = q_s^2 = 1/9$. The gluons do not contribute at all. This is different to the viscosities where all particles in the system contribute to the transport process. Electric properties are similar to the thermodynamic density and the susceptibilities and probe only the quark degrees of freedom.

The relativistic Drude formula $(3.86)$ should be well suited to determine the conductivity of the QGP. We confirmed this assumption in Refs. [215, 216] where we simulated the QGP with the PHSD transport approach, a transport realization of the DQPM, in a box with periodic boundary conditions and applied an external electric field to the whole box. After some time a constant electric current emerged, which was proportional to the electric field, thus defining the electric conductivity $\sigma_0 = j_{\text{em}}/E$. The results from these dynamical simulations are well described by the Drude conductivity.

We show in Fig. 3.20 the electric conductivity over temperature $\sigma_0/T$ as a function of $T/T_c$. The ratio rises almost linearly with temperature above $T_c$. This is mainly driven by the increasing number of quarks at higher temperatures. Additional charge carriers
increase the electric current and therefore the conductivity. We find smaller results in the DQPM* than in the DQPM. The reason is again the smaller relaxation time, but also the larger average energy $\langle \omega \rangle$ in the momentum-dependent DQPM*. The difference is most pronounced close to the phase transition. At larger temperatures the ratio $\sigma_0/T$ will saturate. The ensemble averaged width and energy rise linearly with the temperature canceling the density which increases like $T^3$. The saturation value of $\sigma_0/T$ is similar in both quasiparticle models. We show also various lQCD calculations. It is not possible to determine the conductivity from pure Yang-Mills simulations, because one needs dynamical quarks, i.e. charged particles in the system. This can be done in the quenched approximation or with dynamical fermions. The data from Refs. [213, 217] (triangles), [218] (diamonds), [219] (pentagons) and [220] (star) are calculated in the quenched approximation. In case of Ref. [220] (star) for a SU(2) gauge theory. The data from Refs. [221, 222] (green circles with brown borders) and [223] (yellow circles with green borders) are obtained for $N_f = 2$ and the results from Refs. [214, 224] (black spheres) for $N_f = 2 + 1$ dynamical flavors. The various lattice results differ again by more than one order of magnitude, but the results from Refs. [223] and [214, 224] using dynamical fermions seem to coincide with each other. Both are smaller than the conductivities from the quenched calculations, indicating the importance of dynamical fermions. The $\sigma_0$ from the DQPM is too large and incompatible with these lQCD data, but the DQPM* is close at low temperatures. The $\sigma_0/T$ from the simulations with dynamical quarks seem to saturate at much lower temperatures and at a value one order of magnitude smaller than our quasiparticle models. This is surprising as the saturation takes place far below the perturbative result of $\sigma_0/T \approx 5.97/e^2 \approx 65$, while $\eta/s$ at comparable temperatures is much closer to its perturbative ratio $\approx 1$ [225]. We suppose that the reconstruction of the spectral function at larger temperatures is less precise which might lead to the extremely low lQCD results.

We continue with the discussion of the transport coefficients at finite chemical potential. The Eqs. (3.77), (3.78) and (3.86) incorporate already the effects of a finite $\mu_B$. We use the effective coupling derived from the flow-equation and calculate the transport coefficients also for finite baryon chemical potentials $\mu_B$, but enforce strangeness neutrality to match the conditions in heavy-ion collisions. Fig. 3.21 shows the shear viscosity over entropy density, Fig. 3.22 the bulk viscosity over entropy density and Fig. 3.23 the electric conductivity over temperature for the DQPM* as a function of the temperature and the baryon chemical potential. The ratios $\eta/s$ and $\sigma_0/T$ increase with $\mu_B$ at all temperatures, but $\zeta/s$ only for $T > 300$ MeV. It decreases at low temperatures where the bulk viscosity is dominated by the mean-field effects that enter via $dM^2/dT^2$. This term depends primarily on the effective coupling. Since $g^2$ decreases as a function of $\mu_B$, also the mean-field effects become weaker. This leads to a decrease of $\zeta/s$ contrary to the other transport coefficients. The mean-field effects become also less pronounced at larger temperatures, resulting in a decreasing $\zeta/s$ as a function of temperature. That explains why the $\mu_B$-behavior of the bulk viscosity changes with temperature. When the mean-field effects become subleading, their further decrease has no influence on the bulk viscosity and the ratio $\zeta/s$ starts to increase with $\mu_B$ as seen for the other transport coefficients.
Figure 3.21: Shear viscosity over entropy density from the DQPM$^*$ as a function of the temperature $T$ and the baryon chemical potential $\mu_B$.

Figure 3.22: Bulk viscosity over entropy density from the DQPM$^*$ as a function of the temperature $T$ and the baryon chemical potential $\mu_B$. 


3.4. TRANSPORT COEFFICIENTS

Figure 3.23: Electric conductivity over temperature from the DQPM as a function of the temperature $T$ and the baryon chemical potential $\mu_B$.

One can easily understand the increase of $\sigma_0/T$ from the Drude conductivity (3.86). A larger chemical potential increases the quasiparticle density such that more particles contribute to the charge current and the conductivity rises [216]. We will check if the same connection applies also to the viscosities. At small chemical potentials all even functions of $\mu_B$ behave like

$$X(\mu_B) = 1 + c_X \frac{\mu_B^2}{T^2}.$$  

(3.88)

We calculate $c_X$ for the different transport coefficients and compare them to the coefficients of the total quasiparticle densities. For the shear viscosity we find $c_\eta = 0.036$ and for the conductivity $c_\sigma = 0.052$. The coefficient for the bulk viscosity depends on the temperature. It takes a constant value after the mean-field effects vanish and one finds $c_\zeta = 0.048$. The coefficient for the light-quark quasiparticle density is $c_l = 0.052$ and for the quasiparticle density of light and strange quarks $c_{l+s} = 0.037$. It is smaller because the strange quarks are suppressed by strangeness neutrality. For the whole system -including also the gluons- we find $c_{l+s+g} = 0.03$. The conductivity scales with the light quark density, more precisely, the up-quark density, because they carry twice the electric charge of the other quarks and are responsible for $2/3$ of the QGP conductivity. The shear viscosity scales with the light plus strange quark density. The gluon contribution to $\eta/s$ is suppressed since they have smaller relaxation times than the quarks. The behavior of the bulk viscosity can not be explained by just the quasiparticle densities. The speed of sound and the mean-field effects change also at finite chemical potential and influence the bulk viscosity. The approximation (3.88) applies only at small chemical
potential. At larger $\mu_B$ the masses and widths start to differ from their $\mu_B = 0$ values, additionally influencing the transport coefficients.

Both quasiparticle models, the DQPM and the DQPM*, produce good results for all three transport coefficients. They reproduce the expected temperature dependence and agree with lQCD calculations and experimental predictions. This is an important check for the parametrization of the quasiparticle widths of the DQPM, Eq. (3.10) and (3.11), and the DQPM*, Eq. (3.24) and (3.25). The widths give only small corrections to the thermodynamics, but are crucial for the transport properties. The coefficients depend always linearly on the relaxation times $\tau_f$ determined by the inverse width. The agreement between the lQCD predictions and our results justify the chosen parametrizations.

In total the DQPM and the DQPM* can successfully describe the QCD equation of state as well as the most important transport coefficients, thus explaining the dynamics of hot QCD. The DQPM* is the first quasiparticle model that can also reproduce the susceptibility and has a reasonable extension to finite chemical potentials. Using thermodynamic consistency to control the model at finite $\mu_B$ we predict the equation of state and the transport coefficients at chemical potentials exceeding by far the current range of lQCD calculations.
4 The effective Nambu Jona-Lasinio model

The DQPM can reproduce the thermodynamics and also to some extent the dynamics of hot QCD matter, but was unable to study the phase structure of QCD and is not applicable in the vicinity of the phase transition. We will study the phase transition and the order parameters of chiral symmetry and confinement using the Nambu Jona-Lasinio and the Polyakov extended Nambu Jona-Lasinio model. Both are effective models that employ only quark degrees of freedom. However, these quarks are fundamentally different from the massive quasiparticles in the DQPM model and much closer to bare perturbative quarks.

4.1 The Nambu Jona-Lasinio model

The Nambu Jona-Lasinio (NJL) model is an effective theory for low-energy QCD designed to model dynamical chiral symmetry breaking. It was first developed by Nambu and Jona-Lasinio as a theory for nucleons [226, 227] but later rediscovered for QCD. The gluons are integrated out from the QCD Lagrangian and the quarks interact via a contact interaction. The interaction has to fulfill the same symmetries as QCD, most important chiral symmetry. This symmetry implies that the left-handed and the right-handed part of the fermionic wavefunction transform independently from each other. It is broken by a non-vanishing quark condensate. In the simple picture of the NJL-model chiral symmetry is conserved if the quarks are massless and broken if the quarks have a finite mass. In QCD chiral symmetry is explicitly broken by the bare quark masses, however, this explicit breaking is small since the masses ($\sim 5$ MeV) are very small compared to the QCD scale $\Lambda_{QCD} \approx 200$ MeV. The symmetry breaking due to the interaction is much stronger, leads to an increase of the quark masses and explains the difference between the bare masses $m_0 \approx 5 - 7$ MeV and the constituent quark masses of $M \approx 338 - 350$ MeV. This mechanism is called dynamical mass generation and is modeled in the NJL approach.

At finite temperature the dynamically generated mass vanishes and chiral symmetry is restored. One knows from lQCD studies that the chiral phase transition at finite temperature and vanishing chemical potential is a crossover [36, 37, 38]. Within the NJL approach one can study the phase transition also at finite chemical potential. It was
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found that the crossover turns into a first-order phase transition at the critical end point (CEP). The location and even the existence of this CEP is model dependent and it is unknown if there is a CEP in full QCD or not. However, the motivation to search for this point comes from effective models like the NJL.

The NJL model has a variety of applications. It is used to study hadron properties and the phase structure of QCD. Reviews to NJL models can be found in Refs. [44, 162, 228, 229]. We will focus on the thermodynamics of the model. The NJL is a low-energy model for QCD. The gluons are integrated out and the complicated quark-gluon interaction is replaced by local quark interactions. The explicit form of the interaction follows from a Fierz-transformation, but is not unique. One can add more interaction terms, as long as these terms fulfill the same symmetries as QCD, most important chiral symmetry. We use the common three-flavor Lagrangian [44],

\[ L_{NJL} = \bar{\Psi} (i \gamma^\mu \partial_\mu - \bar{m}_0) \Psi + G \sum_{a=0}^8 \left( (\bar{\Psi} \lambda^a \Psi)^2 + (\bar{\psi} i \gamma_5 \tau_a \Psi)^2 \right) \]

(4.1)

The \( \lambda^a \) are the Gell-Mann matrices in flavor space with \( \lambda^0 = \sqrt{2/3} \, 1_3 \) and \( \bar{\Psi} = (\bar{u}, \bar{d}, \bar{s}) \), \( \Psi = (u, d, s)^T \). The 6-point interaction term with the flavor determinant is the 't Hooft interaction. It belongs to a six-quark interaction that breaks the \( U_A(1) \)-symmetry and gives rise to the \( \eta - \eta' \) mass-splitting [230, 231].

The thermodynamic potential in mean-field approximation is derived in Appendix A.5 and reads,

\[ \Omega_{NJL} = -2N_c \sum_{u,d,s} \int \frac{d^3p}{(2\pi)^3} \left( \omega_p \Theta (\Lambda^2 - p^2) + \frac{p^2}{3\omega_p} (n_F(T, \mu_q, M_q) + n_F(T, \mu_q, M_q)) \right) \]

\[ + 2G \left( \langle \bar{u}u \rangle^2 + \langle \bar{d}d \rangle^2 + \langle \bar{s}s \rangle^2 \right) - 4K \langle \bar{u}u \rangle \langle \bar{d}d \rangle \langle \bar{s}s \rangle, \]

(4.2)

with the effective masses

\[ M_i = m_0 + 4G \langle \bar{q}_i q_i \rangle + 2K \langle \bar{q}_j q_j \rangle \langle \bar{q}_k q_k \rangle, \]

(4.3)

with \( i \neq j \neq k \). In contrast to the non-interacting thermodynamic potentials (2.28) and (2.29) we can not neglect the divergent vacuum contribution since the model would not exhibit a finite quark condensate in the vacuum. We regularize the contribution by a three-momentum cutoff \( \Lambda \). The quark condensates follow from the selfconsistent equation,

\[ \langle \bar{q}_f q_f \rangle = \frac{\partial \Omega}{\partial M_f} = -2N_c \int \frac{d^3p}{(2\pi)^3} \omega_p \left( \Theta (\Lambda^2 - p^2) - n_F(T, \mu_f, M_f) - n_F(T, \mu_f, M_f) \right), \]

(4.4)

that is equivalent to the stationary condition of the thermodynamic potential (2.12).

Note that the Fierz-transformation introduces also a repulsive interaction [228],

\[ \mathcal{L} = -G_V \sum_{a=0}^8 \left( (\bar{\Psi} \gamma^\mu \lambda^a \Psi)^2 + (\bar{\psi} i \gamma_5 \tau_a \Psi)^2 \right), \]

(4.5)
that has no effect on the results at vanishing chemical potential but serious consequences for the phase boundary! The location of the CEP will shift towards the $T = 0$ axis for an increasing vector coupling $G_V$ \cite{235,236,237}. The Fierz-transformation relates the strength of the vector coupling to the scalar coupling $G$, leading to the relation $G_V = G/2$. This value is so large, that the CEP vanishes for most realistic parametrizations. Despite being fixed by the Fierz-transformation, $G_V$ is mostly taken as an additional free parameter, that is used to improve the behavior at finite chemical potential. We will also use this strategy and set the vector repulsion to zero as in most other studies of the NJL model \cite{162,232}.

The model so far has five parameters, the momentum cutoff $\Lambda$, the effective four quark coupling $G$, the effective six quark coupling $K$ and the bare quark masses $m_{u,d}$ and $m_s$. To determine the parameters one usually calculates mesonic bound states and fits the results to the measured ones. An interesting feature worth to mention is, that the pseudoscalar meson masses will vanish in the chiral limit, i.e. for massless quarks. This implies that the spontaneous breaking of chiral symmetry leads to massless pseudoscalar particles, i.e. massless pions and kaons, even if the quarks themself gain a huge mass. The NJL model fulfills the Goldstone theorem and is therefore a reliable tool to study chiral symmetry and mesonic properties in low-energy QCD.

Table 4.1: Parameters of the NJL model. The set RKH is taken from Ref. \cite{232}, the set HK from Ref. \cite{162}. The empirical properties are taken from Ref. \cite{233}, except for $f_\pi$ from Ref. \cite{234}. The critical temperature $T_c$ is determined from the maximum of $\frac{\partial\langle\bar{q}q\rangle}{\partial T}$. The table is partly taken from Ref. \cite{44}.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Lambda$ [MeV]</td>
<td>602.3</td>
<td>631.4</td>
<td></td>
</tr>
<tr>
<td>$G\Lambda^2$</td>
<td>1.835</td>
<td>1.835</td>
<td></td>
</tr>
<tr>
<td>$K\Lambda^5$</td>
<td>12.36</td>
<td>9.29</td>
<td></td>
</tr>
<tr>
<td>$m_{u,d}$ [MeV]</td>
<td>5.5</td>
<td>5.5</td>
<td>3.5 - 7.5</td>
</tr>
<tr>
<td>$m_s$ [MeV]</td>
<td>140.7</td>
<td>135.7</td>
<td>110 - 210</td>
</tr>
<tr>
<td>$M_{u,d}$ [MeV]</td>
<td>367.7</td>
<td>335</td>
<td></td>
</tr>
<tr>
<td>$M_s$ [MeV]</td>
<td>549.5</td>
<td>527</td>
<td></td>
</tr>
<tr>
<td>$(\langle\bar{u}u\rangle)^{1/3}$ [MeV]</td>
<td>-241.9</td>
<td>-246.9</td>
<td></td>
</tr>
<tr>
<td>$(\langle\bar{s}s\rangle)^{1/3}$ [MeV]</td>
<td>-257.7</td>
<td>-267.0</td>
<td></td>
</tr>
<tr>
<td>$T_c$ [MeV]</td>
<td>171</td>
<td>173</td>
<td></td>
</tr>
<tr>
<td>CEP $(\mu_c, T_c)$ [MeV]</td>
<td>(325.48)</td>
<td>(315.67)</td>
<td>(325, 48) \cite{235}, (315, 67) \cite{236,237}</td>
</tr>
<tr>
<td>$f_\pi$ [MeV]</td>
<td>92.4</td>
<td>93.0</td>
<td>92.4 \cite{234}</td>
</tr>
<tr>
<td>$m_\pi$ [MeV]</td>
<td>135.0</td>
<td>138</td>
<td>135.0, 139.6</td>
</tr>
<tr>
<td>$m_K$ [MeV]</td>
<td>497.7</td>
<td>496</td>
<td>493.7, 497.7</td>
</tr>
<tr>
<td>$m_\eta$ [MeV]</td>
<td>514.8</td>
<td>487</td>
<td>547.3</td>
</tr>
<tr>
<td>$m_{\eta'}$ [MeV]</td>
<td>957.8</td>
<td>958</td>
<td>957.8</td>
</tr>
</tbody>
</table>
Figure 4.1: The negative chiral condensate from the NJL model as a function of the temperature. The blue lines show the light quark condensate, the red lines the strange quark condensate. Full lines are calculated with the parameter set HK [162], the dashed lines with the set RKH [232]. The black dotted line is the chiral limit $m_{u,d} \rightarrow 0$ of HK.

We will not repeat the calculation of hadronic properties and refer to the reviews [44, 162, 228, 229]. We will use the parameters determined in Ref. [162] and Ref. [232] and denote the first set HK and the second RKH. The parameters and the fitting results are shown in Tab. 4.1. Both sets are fitted to the pion mass and decay constant, the kaon mass and the $\eta'$ mass. The bare light quark mass is taken as the average of the bare up and bare down mass; the mass of the $\eta$ is a prediction. The empirical properties were taken from the particle data group [233], the pion decay constant $f_\pi$ from Ref. [234]. $M_{u,d}$ and $M_s$ are the effective masses of the light and strange quarks in the vacuum and thus correspond to the constituent quark masses. The light and the strange condensate for both sets are shown in Fig. 4.1 as a function of the temperature at vanishing chemical potential. The chiral limit refers to the chiral limit of the light quarks, $m_{u,d} \rightarrow 0$, the strange quark is kept massive. We show the chiral limit only for the HK parameter set. The condensates stay at their vacuum values up to $T = 100$ MeV. The light quark condensate decreases very rapidly in the temperature window between $T = 130$ MeV and $T = 200$ MeV and stays small at higher temperatures while the strange quark condensate drops slower in the whole temperature range between $T = 130$ MeV and $T = 300$ MeV. We observe a smooth crossover in both parametrizations at vanishing chemical potential $\mu = 0$. Accordingly, the critical temperature $T_c$ in Tab. 4.1 is determined by the maximum of $\frac{\partial \langle \bar{q}q \rangle}{\partial T}$. The condensate in the chiral limit exhibits a second-order transition. At low temperatures it behaves similar
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Figure 4.2: The effective quark masses from the NJL model as a function of the temperature. The blue lines show the light quark mass, the red lines the strange quark mass. Full lines are calculated with the parameter set HK \cite{162}, the dashed lines with the set RKH \cite{232}. The black dotted line is the chiral limit $m_{u,d} \to 0$ of HK.

to the condensate for finite quark masses but it goes to zero at $T_c = 170$ MeV. The strange quark condensate in the chiral limit behaves exactly like in the massive case at all temperatures, except for the phase transition where it has a small kink due to the vanishing light quark condensate.

Fig. 4.2 shows the effective masses, calculated from Eq. (4.3). The dotted black line is again the chiral limit $m_{u,d} \to 0$ of the HK parameter set. The behavior of the masses is dominated by the four-quark interaction, i.e. by their own condensates. The light quark mass in the vacuum takes a value of approximately one third of the nucleon mass. The masses do vanish with finite temperature in the same way as the condensates in Fig. 4.1. The effective masses will drop only at higher temperatures down to the bare quark masses. In the chiral limit we see that the mass goes to zero at the phase transition. The condensates of the HK set are always larger than the ones from RKH. For the masses we find that the HK masses are smaller than the RKH masses, as expected from the condensates, at small temperatures. However, the order changes for $T = 175$ MeV. The reason is the larger strange-quark condensate of the HK parameter set, that enters the mass by the six-quark coupling.

The NJL has no clear phase transition at vanishing chemical potential $\mu = 0$. This changes if we investigate the model at zero temperature and finite baryon chemical potential. We show the effective quark masses for the HK parameter set for $T = 0$ and $\mu_B \neq 0$ in the left panel of Fig. 4.3 as a function of the light quark chemical poten-
CHAPTER 4. THE EFFECTIVE NAMBU JONA-LASINIO MODEL

Figure 4.3: The effective quark masses from the NJL model for the HK parameter set [162] at finite chemical potential and \( T = 0 \) with strangeness neutrality \( N_S = 0 \), i.e. \( \mu_s = 0 \). The left panel shows the effective masses as function of the light quark chemical potential, the right panel as function of the baryon density \( \rho_B = (n_u + n_d + n_s)/3 \). The full blue line is the effective light quark mass and the full red line the effective strange quark mass. The dotted black and the dotted red line are the effective masses in the chiral limit \( m_{u,d} = 0 \). The dash-dotted red line is the effective strange quark mass without strangeness neutrality. The dotted part of the full blue line in the right panel marks the forbidden region that is inside the phase transition.

tial \( \mu_{u,d} = \mu_B/3 \). The light quark condensate can be estimated from the effective light quark mass since it has qualitatively the same behavior as the negative effective mass \( \langle \bar{q}q \rangle \sim -M_{u,d} \). We employ strangeness neutrality \( N_S = 0 \) and fix the strange quark chemical potential to \( \mu_s = 0 \). This has the effect, that we get no thermal contribution to the strange quark condensate. Changes in the strange quark mass are entirely due to the light quark condensate. We find a clear first-order phase transition at \( \mu_c = 345 \) MeV where the light quark mass drops to a quarter of its vacuum value. The transition in the chiral limit is at a slightly smaller chemical potential \( \mu_{c,m_{u,d}} = 326 \) MeV. The strange quark mass is also feeling the light quark transition, but apart from this, it will stay almost unchanged. We demonstrate this with the red dash-dotted line, that shows the effective strange quark mass without strangeness neutrality, i.e. \( \mu_s = \mu_{u,d} = \mu_B/3 \). We see no difference to the strangeness neutral case for small chemical potential, but we start to get a thermal contribution after \( \mu_{u,d} \) exceeds the strange quark mass for \( \langle \bar{q}q \rangle \approx 0 \), i.e. \( M_s,\langle \bar{q}q \rangle=0 = 468 \) MeV. The strange effective mass, and also the strange condensate, will then decrease smoothly as for finite temperature and \( \mu_B = 0 \).

We find a crossover transition at finite temperature and \( \mu_B = 0 \), but a first-order transition at finite chemical potential and \( T = 0 \). This implies that the model features a critical point. The CEP for the HK parameter set is at \( \mu_c = 325 \) MeV and \( T_c = 48 \) MeV and for the RKH set at \( \mu_c = 315 \) MeV and \( T_c = 67 \) MeV.

It is possible to calculate the effective masses also in the forbidden region inside the phase transition. We show in the right panel of Fig. 4.3 the effective masses as a function of
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The baryon density $\rho_B = (n_u + n_d + n_s)/3$ at $T = 0$. The dotted part of the light quark mass (full blue line) indicates the forbidden region $0.01 < \rho_B < 0.33$ fm$^{-3}$. We employ again strangeness neutrality, but the dash-dotted red line shows the strange quark mass without this constraint. We find that the effective masses decrease almost linearly for small densities. This behavior is similar to the effective nucleon mass in relativistic mean-field theories, see Sec. 5.2, but the NJL model cannot reproduce the properties of normal nuclear matter. Stable nuclear matter has a density of $\rho_B = 0.16$ fm$^{-3}$, which is inside the forbidden region for the NJL. Strange quarks will only contribute at very large densities $\rho_B > 0.9$ fm$^{-3}$, where one expects already a deconfined system. This indicates that strange quarks, and more important strange hadrons, are unimportant for the nuclear equation of state at small and intermediate densities at $T = 0$.

With the condensates determined we can calculate the equation of state. This is one of the advantages of the NJL model, that it simultaneously provides the thermodynamics and the order parameter of chiral symmetry restoration. The equation of state for zero chemical potential is shown in Fig. 4.4 for the HK parameter set. The scaled entropy density, energy density and interaction measure rise almost linear from $T \approx 50$ MeV to $T \approx 170$ MeV, while lQCD results show a steeper rise and an earlier saturation of all quantities. The linear rise ends after the light quark condensate has almost dropped to zero. From there on the scaled entropy density, energy density and pressure will rise

![Figure 4.4: The equation of state of the NJL model for the parameter set HK [162] as a function of the temperature $T$ for vanishing chemical potential. The full green line shows the entropy, the dashed red line the energy, the dash-dotted blue line the pressure and the dotted orange line the interaction measure defined by $I = E - 3P$. All quantities are scaled by powers of the temperature.](image)
slowly towards the Stefan-Boltzmann limit while the interaction measure starts to de-
crease. Note that the Stefan-Boltzmann limit of QCD and NJL are different since NJL
does not incorporate gluons. The equation of state for full QCD is always larger, but
the NJL is closer to its Stefan-Boltzmann limit.
We see from Fig. 4.4 that the NJL underestimates the equation of state at lower tem-
peratures \( T < 100 \text{ MeV} \), where we expect a gas of non-interacting pions. This can be
cured by considering mesonic correlations in the thermodynamic potential [238], that in
lowest order are given by the ring sum [239, 240]
\[
\Omega_{\text{corr}} = \sum_{\text{meson}} \frac{d_M}{2} \int d^4p \ln (1 - G M^2).
\]
(4.6)
Here \( d_M \) is the mesonic degeneracy factor and \( \Pi_M \) is the \( q-\bar{q} \) polarization loop with the
quantum numbers of the respective meson. If the bound state is stable, Eq. (4.6) will
turn into the thermodynamic potential of a non-interacting particle with the mass of
the bound state pole. The mesonic correlations in the NJL model have been studied in
Ref. [241] for the pion and the \( \sigma \)-meson. One found that the equation of state below
the transition temperature is indeed equal to a gas of non-interacting pions and \( \sigma \)'s and
originates entirely from the mesonic correlations. The correlations will vanish as the
temperature increases beyond the transition temperature. It might seem as if the NJL
describes confinement, but this is not the case. The mesons in the NJL can still decay
into a quark-antiquark pair, even at low temperatures, which was never observed in
nature.
Since the NJL shows no clear phase transition, we have no real critical temperature.
Nevertheless, we find a rapid change in the order parameter where the system goes from
a chiral broken to an almost restored phase. There are various approaches how to define
a critical temperature for a crossover. The most intuitive way is to define the transition
at the most rapid change of the order parameter, i.e. the maximum of the temperature
derivative of the condensate,
\[
\chi_T = \frac{\partial \langle \bar{q}q \rangle}{\partial T} ,
\]
(4.7)
or the maximum of the chiral susceptibility,
\[
\chi_m = \frac{\partial \langle \bar{q}q \rangle}{\partial m_{u,d}} = \frac{\partial^2 \Omega}{\partial m_{u,d}^2} .
\]
(4.8)
Both quantities would diverge at an actual phase transition. The critical temperature in
Tab. 4.1 is defined using the maximum of \( \chi_T \). The susceptibilities \( \chi_T \) and \( \chi_m \) themselves
are shown in Fig. 4.5. They have their maximum at the same temperatures and are
in general very similar as a function of temperature. Note that we have decreased \( \chi_m \)
by a factor of 20 and reversed the sign since it is a negative real function. The critical
temperatures from \( \chi_T \) are \( T^{\text{HK}}_c = 171 \text{ MeV} \) for the HK and \( T^{\text{RKH}}_c = 173 \text{ MeV} \) for the
RKH parameter set.
Another possibility to determine \( T_c \) is to look at the thermodynamics. A rapid change
in the system properties will reflect itself on the equation of state. The maximum of
the susceptibilities coincides with the temperature where the scaled energy turns from a linear rise into an almost constant behavior. One usually uses the inflection point of the dimensionless equation of state to define the critical temperature. The critical temperatures obtained from various methods are summarized in Tab. 4.2. We see that all methods, that use directly the condensate or the effective mass, give roughly the same results in both parametrizations. This is different for the inflection point method where we find lower temperatures. An important exception is the inflection point of the speed of sound squared $c_s^2 = \partial P/\partial E$, that leads to a critical temperature too large compared to the susceptibilities, but gives similar results for both parametrizations. The speed of sound is sensitive to the order parameter since it exhibits a jump at a proper phase transition. The last method used is the maximum of the scaled interaction measure $I/T^4$. This maximum is between the critical temperature from the susceptibilities and the speed of sound inflection point. The results from Tab. 4.2 imply that one has to be very careful if one wants to define the transition temperature from only the thermodynamics, however, the phase transition has clearly a strong influence on the shape of the equation of state.
<table>
<thead>
<tr>
<th>Method</th>
<th>$T_c$ [MeV] HK</th>
<th>$T_c$ [MeV] RKH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. $\chi_T$</td>
<td>171</td>
<td>173</td>
</tr>
<tr>
<td>Max. $\chi_m$</td>
<td>172</td>
<td>174</td>
</tr>
<tr>
<td>Max. $dM_{u,d}/dT$</td>
<td>171</td>
<td>173</td>
</tr>
<tr>
<td>$(\bar{q}q)/(\bar{q}q)_0 = 1/2$</td>
<td>166</td>
<td>168</td>
</tr>
<tr>
<td>$M_{u,d}/M_{u,d\ 0} = 1/2$</td>
<td>166</td>
<td>168</td>
</tr>
<tr>
<td>Inf. point $P/T^4$</td>
<td>167</td>
<td>173</td>
</tr>
<tr>
<td>Inf. point $E/T^4$</td>
<td>157</td>
<td>164</td>
</tr>
<tr>
<td>Inf. point $S/T^3$</td>
<td>158</td>
<td>165</td>
</tr>
<tr>
<td>Inf. point $c_s^2$</td>
<td>177</td>
<td>179</td>
</tr>
<tr>
<td>Max. $I/T^4$</td>
<td>174</td>
<td>177</td>
</tr>
</tbody>
</table>

Table 4.2: Critical temperature $T_c$ from different methods for the HK [162] and the RKH [232] NJL model. Max. $\chi_m$ and Max. $dM_{u,d}/dT$ refer to the maximum of the absolute value as both are negative.

4.2 The Polyakov NJL model

The NJL model describes only quarks and antiquarks and neglects the gluons. It has therefore the wrong number of degrees of freedom with respect to QCD. This is corrected in the so called Polyakov extended Nambu Jona-Lasinio model (PNJL) [145]. The first attempts to merge the NJL model with gluons go back to Meisinger and Ogilvie [242, 243]. The thermodynamics of the gluons are described by an effective potential that is motivated by Yang-Mills lattice results. The gauge field is then coupled back to the quark sector through a covariant derivative.

In the PNJL the gluons are not described by the gauge fields, instead we introduce the Polyakov loop $L$ and the traced Polyakov loop,

$$\phi = \frac{1}{N_c} \text{Tr}_c L = \frac{1}{N_c} \text{Tr}_c \mathcal{P} \exp \left[ i \int_0^\beta d\tau A_4(\vec{x}, \tau) \right] = \frac{1}{N_c} \text{Tr}_c \exp \left[ \frac{iA_4}{T} \right],$$

(4.9)

that give the model its name. The field $A_4 = -iA^0$ is the temporal component of the Euclidean gauge field $(\vec{A}, A_4)$ while $\mathcal{P}$ is the path ordering operator. The gauge fields $(\vec{A}, A_4)$, and therefore the Polyakov loop $L$, are $3 \times 3$ matrices in color space. In the heavy-quark limit the traced Polyakov loop is an order parameter for confinement [117, 118], which is connected to the free energy $F_q$ of a single quark,

$$\text{Tr}_c L \sim e^{-F_q/T}.$$  

(4.10)

In the confined phase, where one has no free quarks, the free energy is infinite and the traced Polyakov loop is zero, while in the deconfined phase with free quarks the free
energy is finite and the traced Polyakov loop larger than zero:

\begin{align*}
\text{Confinement:} & \quad F_q = \infty \implies \phi = 0 \\
\text{Deconfinement:} & \quad F_q < \infty \implies \phi > 0.
\end{align*}

The trace of the adjoint Polyakov loop \( L^\dagger \) corresponds to the free energy of an antiquark. It is the complex conjugate of the trace of the normal Polyakov loop \( \text{Tr}_c L^\dagger = \bar{\phi} = \phi^* \). Since there is no difference between quarks and antiquarks at vanishing chemical potential, both are the same \( (L = L^\dagger) \) and the trace is real. This is different at finite chemical potential where the traces are unequal \( (\phi \neq \bar{\phi}) \), see Refs. [244, 245].

Similar to the QCD Lagrangian (2.44) we couple the gauge fields to the quark fields by minimal coupling and introduce a covariant derivative,

\[ D^\mu = \partial^\mu - i A^\mu, \quad \text{with} \quad A^\mu = \delta^\mu_0 A^0, \quad A^0 = g A^0_\alpha \frac{\lambda_\alpha}{2}, \tag{4.11} \]

and an effective potential \( U(T, \phi, \bar{\phi}) \) that depends on the traced Polyakov loop and has to reproduce the thermodynamics of the pure Yang-Mills limit of QCD [45, 242]. Including them to a two-flavor NJL model leads to a two-flavor PNJL model [45] and including them to a three-flavor NJL model leads to a three-flavor PNJL model [246, 247]. We will use the same three-flavor NJL Lagrangian (4.1) as in the last section. The PNJL Lagrangian is then given by:

\[ \mathcal{L}_{PNJL} = \mathcal{L}_{NJL} + \bar{\Psi} \gamma_\mu A^\mu \Psi - U(T, \phi, \bar{\phi}) \]

\[ = \bar{\Psi} \left( i \gamma^\mu D_\mu - \bar{m}_0 \right) \Psi + G \sum_{a=0}^8 \left( (\bar{\Psi} \lambda^a \Psi)^2 + (\bar{\psi} i \gamma_5 \tau_a \Psi)^2 \right) \]

\[ - K \left( \text{det}_f \left( \bar{\Psi} (1 + \gamma_5) \Psi \right) + \text{det}_f \left( \bar{\Psi} (1 - \gamma_5) \Psi \right) \right) - U(T). \tag{4.12} \]

We derive the thermodynamic potential for (4.12) in mean-field approximation in Appendix [4,B]. For \( N_c = 3 \) the potential reads:

\[ \Omega_{NJL} = -2 N_c \sum_{u,d,s} \int \frac{d^3 p}{(2\pi)^3} \left( \omega_p \Theta (A^2 - p^2) + \frac{p^2}{3 \omega_p} \left( n_F^\phi (T, \mu_q, M_q) + n_{\bar{\phi}} (T, \mu_q, M_q) \right) \right) \]

\[ + 2 G \left( \langle \bar{u}u \rangle^2 + \langle \bar{d}d \rangle^2 + \langle \bar{s}s \rangle^2 \right) - 4 K \langle \bar{u}u \rangle \langle \bar{d}d \rangle \langle \bar{s}s \rangle + U(T, \phi, \bar{\phi}), \tag{4.13} \]

where the distribution functions get modified by the traced Polyakov loops and have to be replaced by the expressions:

\[ n_F^\phi = \frac{\phi e^{-\frac{\omega_p - \mu}{T}} + 2 \bar{\phi} e^{-2 \frac{\omega_p - \mu}{T}} + e^{-3 \frac{\omega_p - \mu}{T}}}{1 + 3 \phi e^{-\frac{\omega_p - \mu}{T}} + 3 \bar{\phi} e^{-2 \frac{\omega_p - \mu}{T}} + e^{-3 \frac{\omega_p - \mu}{T}}}, \tag{4.14} \]

\[ n_{\bar{\phi}} = \frac{\bar{\phi} e^{-\frac{\omega_p + \mu}{T}} + 2 \phi e^{-2 \frac{\omega_p + \mu}{T}} + e^{-3 \frac{\omega_p + \mu}{T}}}{1 + 3 \bar{\phi} e^{-\frac{\omega_p + \mu}{T}} + 3 \phi e^{-2 \frac{\omega_p + \mu}{T}} + e^{-3 \frac{\omega_p + \mu}{T}}}. \tag{4.15} \]
The modified distribution functions (4.14) and (4.15) have some interesting properties. In the confining vacuum, where the traced Polyakov loops vanish \((\phi = \bar{\phi} = 0)\), we get a distribution function with three times the exponent. This can be interpreted as a Fermi-distribution function of a particle with three times the mass and the chemical potential

\[
\exp \left( -3 \frac{\sqrt{p^2 + m^2} - \mu}{T} \right) \implies \exp \left( -\frac{\sqrt{p^2 + (3m)^2} - 3\mu}{T} \right).
\]

(4.16)

This is the distribution function we would expect for a baryon, that has three times the mass and the chemical potential \(\mu_B = 3\mu_q\) of a constituent quark. In the perturbative vacuum with \(\phi = \bar{\phi} = 1\) we get three times the normal Fermi-distribution function. It seems that the traced Polyakov loop \(\phi\), which is the order parameter of quark deconfinement, regulates the appearance of quarks and the conjugated traced Polyakov loop \(\bar{\phi}\), which is the order parameter of antiquark deconfinement, regulates the appearance of diquarks, that carry an anticolor charge like a single antiquark. The appearance of three quark states, i.e. baryons, is not influenced by the confinement order parameter since these states are colorless and therefore unaffected by confinement. This is reversed in the antiquark distribution function \(n_{\bar{F}}\) where the antiquarks are regulated by \(\bar{\phi}\) and antidiquarks by \(\phi\). All together this gives a very intuitive picture of confinement in the PNJL model.

To solve the model we have to determine the condensates \(\langle \bar{q}_i q_i \rangle\) and the traced Polyakov loops. The quark condensates in the PNJL model follow from the same condition (A.58) as in the NJL,

\[
\frac{\partial \Omega_{PNJL}}{\partial \langle \bar{q}_i q_i \rangle} = 0,
\]

(4.17)

and lead also to the same equations (A.59) for the condensates, but with the PNJL distribution functions (4.14) and (4.15). As for the condensates we will determine the traced Polyakov loops from the stationary condition of the potential,

\[
\frac{\partial \Omega_{PNJL}}{\partial \phi} = \frac{\partial \Omega_{PNJL}}{\partial \bar{\phi}} = 0.
\]

(4.18)

For this we have to define the effective Polyakov potential \(\mathcal{U}(T, \phi, \bar{\phi})\). The potential governs the pure gluon interaction without quarks. It has to reproduce the thermodynamics of the pure Yang-Mills theory and the proper temperature dependence of the Polyakov loop. For this it has to meet certain conditions, as summarized in Ref. [45]: The deconfinement transition in quenched QCD emerges from the spontaneous breaking of the \(Z(3)\) center symmetry. This has to be reproduced by the potential \(\mathcal{U}(T, \phi, \bar{\phi})\) that has to obey the \(Z(3)\) symmetry for the same reason as the NJL interaction has to obey chiral symmetry. Pure Yang-Mills QCD has a first-order phase transition. The system is in its confined vacuum state up to the critical temperature \(T_0 \approx 270\) MeV and becomes deconfined and gets excited beyond the vacuum if the temperature rises above \(T_0\) [248, 249]. The traced Polyakov loop is zero in the confined and finite in the
deconfined phase. The effective potential $U(T, \phi, \bar{\phi})$ has to reflect these properties. At low temperatures it must have a global minimum at $\phi = \bar{\phi} = 0$ and as the temperature increases a second minimum has to emerge that becomes the global minimum at the critical temperature. The physical value of the traced Polyakov loop follows then from the global minimum of the potential

$$\frac{\partial U(T, \phi, \bar{\phi})}{\partial \phi} = \frac{\partial U(T, \phi, \bar{\phi})}{\partial \bar{\phi}} = 0. \quad (4.19)$$

The differences between the traced Polyakov loops $\phi$ and $\bar{\phi}$ arise from quantum fluctuations and taking them as equal is equivalent to the mean-field approximation for the Polyakov variables $^{[17]}$. Keeping them as independent variables induces several problems. Already first calculations of the Polyakov potential in terms of the regular Polyakov loop $L$ in Ref. $^{[250]}$ showed that the effective action might become complex. It was then argued in Ref. $^{[251]}$ that one could rewrite the effective Polyakov potential as a function of just the traced Polyakov loops. The stationary point of such models for $\phi \neq \bar{\phi}$ is a saddle point $^{[244, 245]}$, even in the case $\phi = \bar{\phi}$, since the free energy is not convex. It is believed that these are residues of the sign problem, that manifests itself also in effective models. A convex free energy is also given in effective theories with repulsive interactions. In this cases it is not a problem since the equation that leads to the convex energy follows within the theory $^{[43]}$. This is different to Eqs. $^{(4.18)}$ and $^{(4.19)}$ that are implications of thermodynamic consistency. The PNJL model was studied without the constraint $\phi = \bar{\phi}$ in Ref. $^{[17]}$ and it was found that the difference between both traces is overestimated in this case. Therefore, it is better to treat the traced Polyakov loops on the mean-field level and take the thermodynamic potential as a function of only $\phi$, as done in Ref. $^{[252]}$.

After having discussed the general properties of the Polyakov potential, we will now introduce parametrizations for the effective potential. The parametrization used in the very first PNJL model in Ref. $^{[45]}$ is the simplest possible form that was suggested in Ref. $^{[251]}$, a polynomial in the traced Polyakov loops:

$$U_p(T, \phi, \bar{\phi}) = \frac{-b_2(T)}{2} \phi \bar{\phi} - \frac{b_3}{6} (\phi^3 + \bar{\phi}^3) + \frac{b_4}{4} (\phi \bar{\phi})^2 \quad (4.20)$$

with

$$b_2(T) = a_0 + a_1 \left( \frac{T_0}{T} \right) + a_2 \left( \frac{T_0}{T} \right)^2 + a_3 \left( \frac{T_0}{T} \right)^3. \quad (4.21)$$

The parameters were fitted to lattice data from pure $SU(3)$ Yang-Mills theory taken from Ref. $^{[248]}$ for the equation of state and Ref. $^{[249]}$ for the temperature dependence of the Polyakov loop. The results of the fit are shown in Tab. $^{[43]}$. This parametrization has the problem that the traced Polyakov loop can grow larger than one. This is unphysical since it would indicate negative energies, cf. Eq. $^{(4.10)}$. One can cure this by keeping the kinetic part of the potential $\sim \phi \bar{\phi}$ and replacing the higher polynomials in Eq. $^{(4.20)}$ by a logarithmic term. This logarithmic form of the potential was first suggested in Ref. $^{[253]}$, where the logarithm of the Haar measure associated with the $SU(3)$ group
interaction was used. Ref. [252] introduced an effective potential motivated by this ansatz,

\[ U_L(T, \phi, \bar{\phi}) = -\frac{1}{2} b_2(T) \phi \bar{\phi} + b_4(T) \log \left[ 1 - 6 \phi \bar{\phi} + 4 \left( \phi^3 + \bar{\phi}^3 \right) - 3 \left( \phi \bar{\phi} \right)^2 \right] \]  

with

\[ b_2(T) = a_0 + a_1 \left( \frac{T_0}{T} \right) + a_2 \left( \frac{T_0}{T} \right)^2, \quad b_4(T) = b_4 \left( \frac{T_0}{T} \right)^3. \]  

The parameters were fitted to the same lattice data [249, 248] as the parameters for the polynomial potential (4.20) and the results of this fit are displayed in Tab. 4.4.

The Polyakov loop contributes only to the thermal part of the thermodynamic potential, so we expect no modifications of the vacuum compared to the NJL. This implies that the mesonic properties in the vacuum are the same in both models and that we can keep the parametrizations of the NJL [162, 232] and use them for the quark/antiquark part of the PNJL model.

Even if the vacuum state is the same, we expect some modification at finite temperatures compared to the NJL. We show the order parameters for chiral symmetry restoration, i.e. the light quark condensate, and for confinement, i.e. the traced Polyakov loop, in Fig. 4.6 for the NJL and the PNJL. We use both the polynomial \( U_P \) (4.20) and the logarithmic \( U_L \) (4.22) Polyakov potential. We choose the HK parameter set [162] for the NJL dynamics and normalized the light quark condensates to their vacuum values. Chiral symmetry restoration occurs at a larger temperature in the PNJL model but the transition region itself is much smaller compared to the NJL, where the condensates decrease more slowly around the phase transition. We find that the chiral condensates are not effected by the actual choice of the Polyakov potential and give similar results for both parametrizations. This is different for the traced Polyakov loop \( \phi \), which depends more strongly on the effective potential. We see that the back coupling from the quark sector, like in real QCD, turns the first-order phase transition into a crossover for both parametrizations. The transition region for the polynomial potential \( U_P \) is broader than for the logarithmic \( U_L \), whose order parameter has a steeper increase. We see also the drawback of the polynomial potential \( U_P \), that leads to Polyakov loops exceeding 1 at larger temperatures. The Polyakov loop from the logarithmic potential \( U_L \) stay always

<table>
<thead>
<tr>
<th>( a_0 )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( b_3 )</th>
<th>( b_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>6.75</td>
<td>-1.95</td>
<td>2.625</td>
<td>-7.44</td>
<td>0.75</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Table 4.3: Parameter set for the effective potential \( U_P/T^4 \) (4.20) taken from Ref. [45].

<table>
<thead>
<tr>
<th>( a_0 )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( b_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.51</td>
<td>-2.47</td>
<td>15.22</td>
<td>-1.75</td>
</tr>
</tbody>
</table>

Table 4.4: Parameter set for the effective potential \( U_L/T^4 \) (4.22) taken from Ref. [252].
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Figure 4.6: The chiral condensate and the traced Polyakov loop of the NJL and PNJL model as a function of the temperature. The red line is the condensate and the magenta line the traced Polyakov loop calculated with the polynomial Polyakov potential (4.20), the blue line is the condensate and the green line the traced Polyakov loop calculated with the logarithmic Polyakov potential (4.22). The black line is the condensate for the NJL model. The NJL parts of the models are parametrized by the HK parameter set from Ref. [162], the chiral condensate is normalized to its vacuum value.

below this limit. We find that the critical temperatures from both, chiral symmetry restoration and deconfinement, are too large compared to full 2+1 flavor QCD, where the transition happens at $T_c \approx 155 - 160$ MeV [38, 39].

4.3 Quark effects on the Polyakov potential

The PNJL considers the couplings of the gluon and the quark sector by the covariant derivative in Eq. (4.11). This has some influence on the glue dynamics as the first-order deconfinement transition at $T_0 = 270$ MeV turns into a crossover at $T_0 \approx 180$ MeV. However, the general form of the potential, i.e. the gluon dynamics, is kept unchanged. It is unlikely that the presence of quarks has no influence on the potential at all and one should also consider the back reaction of the quarks to the glue potential. A first attempt was already done in Ref. [45]. The critical temperature $T_0$ in the potential was rescaled to shift the phase transition to lower temperatures. Although this rescaling was just done for the purpose of comparing to available lQCD data, it was argued in Ref. [76], that it was indeed justified. The presence of quarks modifies the running coupling
Figure 4.7: The chiral condensate and the traced Polyakov loop of the PNJL model with the logarithmic Polyakov potential (4.22) as a function of the temperature \( T \) for different Yang-Mills critical temperatures \( T_0 \). The red line shows the condensate for \( T_0 = 270 \) MeV, the green line for \( T_0 = 210 \) MeV and the dark blue line for \( T_0 = 190 \) MeV. The dotted black line shows the condensate from the NJL model. The light blue line shows the traced Polyakov loop for \( T_0 = 270 \) MeV, the magenta line for \( T_0 = 210 \) MeV and the orange line for \( T_0 = 190 \) MeV. The NJL parts of the models are parametrized by the HK parameter set from Ref. 162, the chiral condensate is normalized to its vacuum value.

of QCD and leads to a \( N_f \)-dependent decrease of \( \Lambda_{QCD} \) in the vacuum, that translates into a \( N_f \)-dependent decrease of \( T_0 \) at finite temperatures. The critical temperature for \( N_f = 2 \) becomes \( T_0 = 208 \) MeV and \( T_0 = 187 \) MeV for \( N_f = 2 + 1 \).

To demonstrate the effects of the rescaling we change the critical temperature in the logarithmic Polyakov potential \( U_L \) to \( T_0 = 190 \) MeV and \( T_0 = 210 \) MeV. The effect on the order parameters is shown in Fig. 4.7. The chiral and the confinement/deconfinement phase transition are shifted towards smaller temperatures, but the general form of the curves stays unchanged. The rescaling affects the confinement transition much stronger than the chiral transition. The influence of the rescaled temperatures on the thermodynamics is demonstrated in Fig. 4.8. We show the dimensionless pressure \( P/T^4 \) for \( T_0 = 270 \) MeV, \( T_0 = 210 \) MeV and \( T_0 = 190 \) MeV together with the NJL result and the lQCD pressure from the Wuppertal-Budapest collaboration 90. The NJL pressure increases to early while the PNJL pressure without rescaling increases to late compared to the lQCD result, but the rescaling of \( T_0 \) shifts the curves towards smaller temperatures, while keeping their functional form. This improves the description of the pressure, but
Figure 4.8: The dimensionless pressure $P/T^4$ for the PNJL model with the logarithmic Polyakov potential (4.22) for different Yang-Mills critical temperatures $T_0$. The red line shows the results for $T_0 = 270$ MeV, the blue line for $T_0 = 210$ MeV and the green line for $T_0 = 190$ MeV. The dotted black line is the dimensionless pressure from the NJL model for the HK parameter set from Ref. [162]. The lQCD results (full dots) are taken from the Wuppertal-Budapest collaboration from Ref. [90].

The PNJL can still not describe the latest lQCD results from Ref. [90]. We compare the full equation of state of the PNJL for $T_0 = 190$ MeV to the lQCD equation of state from Ref. [90] in Fig. 4.9. We show only a reduced number of the lattice points to increase the readability of the plot, nevertheless, one can clearly see the trend of the data. The PNJL underestimates the equation of state at low temperatures and overestimates it for higher ones and, as a result, has a too steep rise in the transition region. In the NJL one can cure the missing interaction strength at low temperatures with mesonic correlations (4.6). This is also the case in the PNJL [254]. The overestimation of the equation of state at large temperatures can not be resolved so easily. The problem is the almost vanishing light quark mass. The effect is smaller compared to the NJL, since the traced Polyakov loop is smaller than 1 and suppresses colored states in the distribution function, but still too large compared to the lQCD equation of state. This explains why the pressure of the NJL rises at even smaller temperatures, although the light quark condensates, and therefore the light quark masses, are similar to the PNJL, as shown in Fig. 4.7. The simple rescaling of $T_0$, that worked well for older lQCD results in Ref. [45], can not resolve the discrepancies between the PNJL and the most recent lQCD data. One needs a better description of the back coupling to the Polyakov potential. A detailed study of this question was done in Ref. [255] in the framework of the functional
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Figure 4.9: The equation of state of the PNJL model with the logarithmic Polyakov potential (4.22) for a Yang-Mills critical temperature $T_0 = 190$ MeV as a function of the temperature $T$ for vanishing chemical potential. The NJL part of the model is parametrized by the HK parameter set from Ref. [162]. The full green line shows the entropy, the dashed red line the energy, the dash-dotted blue line the pressure and the dotted orange line the interaction measure. All quantities are scaled by powers of the temperature. The lQCD results are taken from the Wuppertal-Budapest collaboration from Ref. [90]. We show only every third point from the lattice data. Points and lines of the same color belong to the same quantity.

renormalization group for $N_f = 2$. The effects of the strange quarks were expected to be subleading once the light quarks act on the Polyakov potential. It was found that the inclusion of quarks alters the whole potential but keeps its form as a function of the traced Polyakov loop. The potential in the presence of quarks, called the effective glue potential $U_{\text{glue}}$, can be related to the pure Yang-Mills potential $U_{YM}$ with a rescaling of the whole temperature scale in terms of the reduced temperature

$$t = \frac{T - T_c}{T_c},$$

(4.24)

that goes beyond the simple rescaling of the critical temperature $T_0$. The glue potential $U_{\text{glue}}$ follows from the pure Yang-Mills potential $U_{YM}$ through the simple relation

$$t_{YM}(t_{\text{glue}}) = 0.57 \ t_{\text{glue}}.$$

(4.25)

and is given by

$$\frac{U_{\text{glue}}}{T^4}(\tau_{\text{glue}}, \phi, \bar{\phi}) = \frac{U_{YM}}{T_{YM}^4} (\tau_{YM}(\tau_{\text{glue}}), \phi, \bar{\phi}).$$

(4.26)
4.3. QUARK EFFECTS ON THE POLYAKOV POTENTIAL

Note that we had to rescale the whole temperature scale, so we have the actual temperature of the system in the denominator of the glue potential, that is not equal to the temperature in the denominator of the Yang-Mills potential $T_{YM}$. This temperature depends on the scale of the Yang-Mills calculation and therefore on the exact value of the critical Yang-Mills temperature $T_0$. In practical calculations we substitute the ratio $T_0/T$ that appears in the parameters of the effective Polyakov potentials in Eq. (4.21) and (4.23) with

$$\frac{T_0}{T} = \frac{1}{1 + t}$$

(4.27)

and get the dimensionless Polyakov potential $U/T^4$ as a function of the reduced temperature $t$. This and Eq. (4.26) define then the effective glue potential $U_{\text{glue}}/T^4$. To set the physical scale we have to determine the critical temperature $T_{\text{glue}}^c$ of the glue potential in $t_{\text{glue}}$. As in Ref. [255], we keep $T_{\text{glue}}^c$ as an open parameter.

The glue potential (4.26) was first used in PNJL calculations in Ref. [254] together with mesonic correlations. The correlations increased the pressure at low temperatures and the glue potential flattened the pressure at larger temperatures. These two corrections to the standard PNJL model improved the description of the equation of state compared to lQCD, see Figs. 6 and 9 in Ref. [254], but could not resolve the much steeper rise of the PNJL equation of state. The authors in Ref. [254] used the polynomial Polyakov potential $U_P$ (4.20) and took the NJL parametrization from Ref. [256], that is different from the two parametrizations applied in this thesis. We will therefore check the influence of the glue potential on the logarithmic potential $U_L$ (4.22) for the HK parameter set [162]. We fix the critical temperature of the glue potential in accordance with the $N_f$-scaling of Ref. [76] to $T_{\text{glue}}^c = 190$ MeV and rescale the critical temperature of the Yang-Mills potential in the standard PNJL approach to the same value. The dimensionless pressure and interaction measure for the two cases are shown in Fig. 4.10. Considering the back reaction on the Polyakov potential softens the rise of the pressure and decreases the interaction measure. Both are in much better agreement with the lQCD results from Ref. [90]. Also the rise of the pressure with increasing temperature is reduced, improving the equation of state especially at high temperatures. Concerning the low temperature region we find only minor improvements. The equation of state is still highly underestimated and has to be described by mesonic correlations.

The mesonic correlations in the PNJL are studied in Ref. [254] and are similar to the ones for the NJL model, see Ref. [241]. The mesons contribute dominantly below the critical temperature, while one finds only small contributions to the thermodynamic potential at higher temperatures. Especially the lighter mesons vanish very early compared to the heavy ones, which can survive even in the deconfined phase. This is a special property of the PNJL model, see Ref. [256]. We will include mesons in a very simple way. The thermodynamic contribution for stable resonances turns into the thermodynamic potential for a non-interacting particle. This was found in Ref. [87] and is the basis of the hadron-resonance gas model. The same holds for the NJL and PNJL model where the thermodynamics of the mesonic correlations follow from Eq. (4.6). The correlations become stable at low temperatures and behave like the lightest mesons, i.e. pions, kaons and the $\eta$-meson. To see this, one has to rewrite Eq. (4.6) as in Ref. [254] Eq. (46). By
integrating this equation by parts one introduces the derivative of the scattering phase-shifts, that will jump from 0 to $\pi$ in the presence of a mesonic bound state. Taking the derivative turns it into a $\delta$-function for the energy of the bound state, $\omega_p = \sqrt{p^2 + m^2}$, where $m$ is the pole mass of the bound state, that defines the mass of the meson. We will therefore include the mesons just as non-interacting particles,

$$\Omega = \Omega_{PNJL} + \Omega_{0,\pi} + \Omega_{0,K} + \Omega_{0,\eta}. \quad (4.28)$$

This approximation should work well up to the phase transition as shown in Refs. [241, 250], but will fail above as it overestimates the equation of state. Note that the inclusion of mesons as non-interacting particles and not as dynamically generated states changes the Stefan-Boltzmann limit of the theory, so one has to be careful how to interpret the results.

One can improve the description of the equation of state with the last free parameter of the model, the glue critical temperature $T_{c^{\text{glue}}}$. Guided by Ref. [76] we set it to $T_{0^{\text{glue}}} = 190 \text{ MeV}$, but the parameter is not fixed by theory. One can use it as a fit
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Figure 4.11: The equation of state of the PNJL model with non-interacting pions, kaons and \( \eta \)-mesons as a function of the temperature \( T \) for vanishing chemical potential. The effective Polyakov potential is taken as the logarithmic potential (4.22) with quark effects (4.26) for a glue critical temperature \( T_{\text{glue}} = 130 + 0.425 \ T \text{ MeV} \). The NJL part of the model is parametrized by the HK parameter set from Ref. [162]. The full green line shows the entropy, the dashed red line the energy, the dash-dotted blue line the pressure and the dotted orange line the interaction measure. All quantities are scaled by powers of the temperature. The lQCD results are taken from the Wuppertal-Budapest collaboration from Ref. [90]. We show only every third point from the lattice data.

parameter to find the best agreement with the lQCD equation of state. Doing so we observe that a higher value improves the description at higher temperatures while a lower value of \( T_{\text{glue}} \) favors the agreement with lQCD at lower temperatures. The region of the best agreement changed approximately linear with \( T_{\text{glue}} \). As an ansatz we choose a linear function for the glue critical temperature. The best result is obtained for

\[
T_{\text{glue}}(T) = 130 + 0.425 \ T \text{ MeV}.
\]  

The true critical temperature of the glue potential follows from the solution of \( T_{\text{glue}}(T_c) = T_c \) and is \( T_c = 226 \text{ MeV} \). The equation of state with the ansatz (4.29) is shown in Fig. 4.11. The coincidence with the latest equation of state from the Wuppertal-Budapest collaboration [90] is surprising. The low temperature region is drastically improved by the mesons and the high temperature region gives very good results up to a temperature of \( T = 400 \text{ MeV} \). The model has the right slope at the critical temperature and is within the error bars in the whole temperature range. However, even if this ansatz gives an astonishing reproduction of the lQCD equation of state, there is no physical justification...
for stable mesons in the deconfined phase, which is a consequence of the ansatz (4.28). One can improve on this situation by evaluating the mesonic correlations (4.6) explicitly as in Refs. [241, 256], such that they vanish at larger temperatures. This would decrease the equation of state compared to Fig. 4.11, but we assume that one could compensate this by decreasing the slope of $T_c^{\text{glue}}$ in Eq. (4.29). However, this investigation is beyond the scope of this thesis.

After having defined the PNJL and its various extensions, we want to study the phase transitions and their relations to the equation of state. We use the HK parameter set [162] and the logarithmic Polyakov potential (4.22) and determine the transition temperature at vanishing chemical potential. As the NJL the PNJL features no real phase transitions, just crossovers, so one can not clearly define the transition temperature. We summarize in Tab. 4.5 the critical temperature determined from the susceptibilities of the order parameters and also from the inflection points of the scaled equation of state. Note that we calculated the equation of state without mesonic correlations, but we checked that the inclusion of the mesons has no influence on the critical temperatures. We compare the standard PNJL to the extension with a rescaled critical temperature $T_0$ and to the extension with full quark back reaction (4.25) with the glue critical temperature $T_c^{\text{glue}} = 190$ MeV and the temperature-dependent glue critical temperature $T_c^{\text{glue}}(T)$ from Eq. (4.29). In general we find different transition temperatures for the chiral and the deconfinement phase transition. In the original PNJL model they are relatively close.
to each other, but in the extensions they differ considerably. The critical temperature for the deconfinement transition seems to agree well with the inflection point of the scaled energy and entropy density and, to some extent, with the inflection point of the speed of sound, the inflection point of the pressure seems to indicate the chiral transition. Contrary to the NJL we can determine the phase transitions from the equation of state in the PNJL, but unfortunately, this is still not possible in full QCD. The PNJL with quark back reaction with the temperature-dependent glue critical temperature and additional mesons can precisely reproduce the equation of state of QCD, therefore, their inflection points have to agree. However, in QCD the chiral and the deconfinement phase transition coincide and are at a critical temperature $T_{c}^{QCD} \approx 155 - 160 \text{ MeV}$, which is not reproduced in the PNJL. From this we have to draw two conclusions. First, the PNJL, despite giving an exact reproduction of the QCD equation of state, can not reproduce the proper dynamics of the order parameters and second, it is not possible to deduce the phase transition from the equation of state.

### 4.4 Accessing the equation of state via the quark condensate

Even if it is not possible to extract the quark condensate from the equation of state, the two quantities are still related to each other. We want to propose a simple approach to connect the quark condensate to the thermodynamic potential. This allows it to determine the equation of state in more elaborate approaches, that can access the quark condensate. We use the NJL and PNJL to illustrate the approach.

The quark condensate is defined as the derivative of the thermodynamic potential with respect to the bare quark mass \(\langle \bar{q}q \rangle\). By inverting this relation one finds the thermodynamic potential as an integral over the condensate,

\[
\Omega(T, \mu, m_{2}) - \Omega(T, \mu, m_{1}) = \int_{m_{1}}^{m_{2}} \langle \bar{q}q \rangle(T, \mu, \tilde{m}) \, d\tilde{m}. \tag{4.30}
\]

This equation is not suitable for actual calculations. One needs the thermodynamic potential for a given mass and more important, the thermodynamic potential and the condensate are in general divergent. We had to introduce a momentum cutoff in the NJL potential \(\langle A.57 \rangle\) to regularize the theory. There is an easy solution for the first problem. By setting the upper bound in the integration to infinity, \(m_{2} \to \infty\), we get an infinitely heavy quark that does not contribute to the thermodynamics of the system. The potential contains then only contributions from the gluons and becomes the thermodynamic potential of the pure Yang-Mills theory,

\[
\lim_{m \to \infty} \Omega(m) = \Omega_{YM} = \mathcal{U}_{YM}. \tag{4.31}
\]

We have already discussed this potential in Sec. 4.2 and shown two possible parametrizations, Eq. (4.20) and (4.22), that one could use as input.

The second problem is the divergence of the condensate. The quark condensate is only...
well defined in the chiral limit $m \to 0$, since it is quadratic divergent with the mass. The condensates shown by lattice calculations are not the actual condensates, but the so-called regularized condensates,

$$\Delta_{u,s} = \langle \bar{u}u \rangle - \frac{m_u}{m_s} \langle \bar{s}s \rangle,$$  \hspace{1cm} (4.32)

where the divergences from the up/down and the strange quarks cancel each other. The source of the divergent part of the condensate is the vacuum contribution in the thermodynamic potential, that appeared even in a non-interacting theory, see Eqs. (2.28) and (2.29). We neglected this contribution, since it is independent from the temperature and the chemical potential and vanishes if one takes derivatives of the thermodynamic potential. Nevertheless, these terms are not independent from the bare masses and create the divergent part in the quark condensates. As a result we expect that the divergent contribution of the condensate is also independent from $T$ and $\mu$ and the derivatives of the condensate with respect to $T$ or $\mu$ should therefore be finite. This leads to the following equations,

$$\frac{\partial^2 \Omega}{\partial m \partial T} = \frac{\partial^2 \Omega}{\partial T \partial m} \Rightarrow \frac{\partial s}{\partial m} = -\frac{\partial \langle \bar{q}q \rangle}{\partial T},$$  \hspace{1cm} (4.33)

$$\frac{\partial^2 \Omega}{\partial m \partial \mu} = \frac{\partial^2 \Omega}{\partial \mu \partial m} \Rightarrow \frac{\partial n}{\partial m} = -\frac{\partial \langle \bar{q}q \rangle}{\partial \mu},$$  \hspace{1cm} (4.34)

that have the same form as a Maxwell relation and should not contain any divergences. If we take the derivative of Eq. (4.30) with respect to the temperature we find

$$s(m_2) - s(m_1) = -\int_{m_1}^{m_2} \frac{\partial \langle \bar{q}q \rangle}{\partial T} d\tilde{m},$$  \hspace{1cm} (4.35)

where the integrand is now finite. We will fix the lower integration limit to the physical bare quark mass and set the upper to infinity. The entropy contribution from the quarks should then disappear and the only offset originates from the Yang-Mills entropy. We know from lattice studies, that the entropy vanishes (almost) below the critical temperature \cite{248,257}, which leads finally to the result,

$$s(m) = \int_m^\infty \frac{\partial \langle \bar{q}q \rangle}{\partial T} d\tilde{m} \quad \text{for} \quad T < T_{c,YM},$$  \hspace{1cm} (4.36)

$$s(m) = \int_m^\infty \frac{\partial \langle \bar{q}q \rangle}{\partial T} d\tilde{m} + s_{YM} \quad \text{for} \quad T \geq T_{c,YM},$$  \hspace{1cm} (4.37)

where $T_{c,YM} \approx 270$ MeV is the critical temperature for the pure Yang-Mills theory and $s_{YM}$ the corresponding entropy density. In the same way follows

$$n(m) = \int_m^\infty \frac{\partial \langle \bar{q}q \rangle}{\partial \mu} d\tilde{m}.$$

(4.38)
Figure 4.12: The temperature susceptibility \( \frac{\partial^2 \Omega}{\partial m \partial T} = \chi_T \) of the NJL model for the parameter set HK [162] as a function of the bare quark mass \( m \) for vanishing chemical potential. The mass of the strange quark is set to the light quark mass \( m_{u,d} = m_s = m \). The black line shows the result for \( T = 100 \) MeV, which is below the critical temperature in the chiral limit \( m = 0 \), and the red line for \( T = 200 \) MeV, which is above the critical temperature.

We show in Fig. 4.12 the quantity \( \frac{\partial^2 \Omega}{\partial m \partial T} \) for the NJL model with three degenerate quark masses \( m_{u,d} = m_s = m \), as a function of the bare quark mass \( m \). The black line is the result for \( T = 100 \) MeV and demonstrates the behavior for temperatures below the critical temperature in the chiral limit \( T_c \), while the red line shows the result for \( T = 200 \) MeV and illustrates the behavior for \( T > T_c \). Both results differ substantially.

To explain the differences we have to look at the quark condensate as a function of temperature in the chiral limit \( m = 0 \), see Fig. 4.1. The condensate vanishes at the critical temperature and is zero for all temperatures \( T > T_c \), therefore also its temperature derivative has to be zero. This is different at temperatures \( T < T_c \), where the condensate drops to zero from below and has therefore a non-vanishing temperature derivative. The slope of the condensate increases as the temperature approaches the critical temperature and accordingly rises the value of \( \frac{\partial \langle \bar{q}q \rangle}{\partial T} (m = 0) \) for \( T \to T_c \) until it diverges at the critical temperature. At even higher temperatures we find then \( \frac{\partial \langle \bar{q}q \rangle}{\partial T} (m = 0) = 0 \) and get the typical behavior shown by the red line in Fig. 4.12. The position of the peak gets shifted to higher masses as the temperature increases while the height of the peak decreases. For very large masses \( \frac{\partial \langle \bar{q}q \rangle}{\partial T} \) drops to zero, independent of the temperature,

\(^8\)No sizeable contribution to \( s/T^3 \) is found below \( T \approx 0.8 T_c \).
since very heavy quarks can not create a sizeable condensate. The quarks behave then like non-interacting particles and freeze out from the system. In finite temperature QCD one has to consider two light quarks and one heavier strange quark instead of three degenerate quarks. Accordingly one has a light quark condensate $\langle \bar{q}q \rangle$ and a strange quark condensate $\langle \bar{s}s \rangle$. We calculate the entropy density for this case by integrating the mass for all three quarks from infinity to the physical strange quark mass and then two of the quark masses from the physical strange quarks mass to the physical light quark mass,

$$s(m_l, m_s) = s_{YM} + \int_{m_s}^{\infty} \frac{\partial \langle \bar{q}q \rangle + \langle \bar{s}s \rangle}{\partial T}(\tilde{m}, \tilde{m}) \, d\tilde{m}$$

$$+ \int_{m_l}^{m_s} \frac{\partial \langle \bar{q}q \rangle}{\partial T}(\tilde{m}, m_s) \, d\tilde{m}.$$

Using Eq. (4.38) one can also determine the particle density and therefore the whole equation of state at arbitrary temperatures and chemical potentials. The presented approach can only be applied if $\frac{\partial \langle \bar{q}q \rangle}{\partial T}$ is finite. We tested this hypothesis in the framework of Dyson-Schwinger equations. This non-perturbative functional approach can calculate the quark propagator and therefore the quark condensate at finite temperature and chemical potential, but goes beyond the simple NJL approximation [59, 159]. We performed first test calculations on $\frac{\partial \langle \bar{q}q \rangle}{\partial T}$ and found that this quantity is indeed finite and shows the expected behavior as displayed in Fig. 4.12. This indicates that one can apply the ansatz to access the equation of state using Dyson-Schwinger equations. This is so far only possible at zero temperature [258] and in simple approximations [57]. With the presented ansatz one can bypass these limitations and calculate the equation of state regardless of the approximations chosen.
The QCD phase diagram has two regions that are relatively well known, while the rest is more or less unknown. These two regions are the axis of $\mu = 0$, that can be studied with lQCD calculations, and the region of $T = 0$, that is described by nuclear physics. Usually one constructs models that can only be applied to one of the two cases, but we want to describe both using the same approach.

We are able to describe QCD-thermodynamics at $\mu = 0$ above the deconfinement transition in terms of the DQPM/DQPM$^*$. In this area the relevant degrees of freedom are quarks and gluons. Below the transition the partons hadronize and the system becomes hadronic. The DQPM can reproduce the thermodynamics in this area but the quarks and gluons have to become very heavy. We will therefore describe the system in terms of hadrons. A common model used in this regime is the Hadron-Resonance Gas model (HRG). It treats the hadrons as a gas of non-interacting particles. The model works at vanishing chemical potential but fails for the description of nuclear matter. For this one needs to consider repulsive and attractive interactions that are missing in the HRG. They are included in relativistic mean-field theories whose interactions are based on the nucleon-nucleon potential. They describe infinite nuclear matter with the right properties of the binding energy but fail for the QCD equation of state at vanishing chemical potential $\mu$. We will combine both approaches in the following to get a model that is consistent with lQCD ($\mu \approx 0$, $T > 0$) and the nuclear equation of state ($T \approx 0$, $\mu > 0$) while using only hadronic degrees of freedom.

5.1 Hadron-Resonance Gas

The number of different degrees of freedom in the partonic phase is rather low. There is only one species of bosons, the gluon (with degeneracy $2 \times 8$), and only two different fermions, the light ($u, d$) and the strange ($s$) quarks. This becomes much more complicated in the hadronic phase.

In nature the only stable hadron is the proton. Every other hadron will decay under the weak, the strong or the electromagnetic interaction to either protons or leptons. However, all these decays happen at different time scales. In the context of heavy-ion collisions, $t \leq 1000$ fm/c, the weak and the electromagnetic interaction are negligible.
and only the strong interaction will lead to decays on the timescale of the collision. Thus we will treat all hadrons, that do not decay under the strong interaction, as stable. These are the pseudoscalar $0^-$ mesons, i.e. the pions, the kaons and the $\eta$-meson, and the spin-1/2 baryons, i.e. the nucleons, the $\Sigma$, the $\Lambda$ and the $\Xi$ baryons. Other important hadrons that appear as resonances are the spin-1 $-\vec{\tau}$ vector mesons, i.e. the $\rho$, the $K^*$, the $\omega$ and the $\phi$ meson, and the spin-3/2 baryons, i.e. the $\Delta$, the $\Sigma^*$, the $\Xi^*$ and the $\Omega$ baryon. The $\Omega$ is also stable under the strong interaction. All these hadrons are important for the dynamics of heavy-ion collisions and have to be included to get a reasonable description of finite temperature QCD in the confined phase. Other hadrons that are also important in that context are the axial partner of the $\rho$, the $a_1$-meson and the $N(1440)$ and the $N(1535)$ baryon. These are the hadrons contained in the PHSD transport approach [144, 145]. The properties of the mesons are summarized in Tab. A.1 and the properties of the baryons in Tab. A.2 in Appendix A.7.

Another group of hadrons, whose particle nature was discussed over the last years, are the scalar $0^+$ mesons [259]. The most prominent is the $f_0(500)$ or $\sigma$-meson with a mass of $400 - 550$ MeV, that is now established as a particle and contained in the latest version of the particle list of the Particle Data Group [260]. The other mesons in the scalar $0^+$-multiplet are the $f_0(980)$, the $a_0(980)$ and the strange $\kappa(720)$ meson. They appear to have no real quark-antiquark structure and are potential tetraquark candidates [261]. There is no consensus whether to include them in HRG models or not. An often used argument against the $0^+$ mesons is their thermal cancelation by repulsive channels. Calculations for the thermodynamic potential of an interacting pion gas in terms of experimental phase shifts show that the attractive pressure contribution from the $\sigma$-mesons gets exactly canceled by the repulsive isotensor channel [262, 263]. The same happens also for the strange $\kappa$-mesons. However, the phase shifts used were determined in the vacuum. Studies within effective theories found that the $\sigma$-meson is much stronger affected by finite temperature or density than the pions and the $\rho$-mesons [51, 264, 265, 266] and one can assume that the phase shifts are no longer valid at temperatures above $T \approx 100$ MeV. Further arguments in favor of the scalar mesons come from the statistical hadronization model. In Ref. [267] the $\sigma$-meson was explicitly included and improved the description of the $K/\pi$ ratio, that probes the hadronic medium at finite temperatures and chemical potentials. Even if the scalar mesons are no regular mesons, it was shown in Ref. [259] that neglecting them is inconsistent with respect to causality and unitarity. For all these reasons we will include the scalar nonet into our calculations. The properties of the scalar mesons are summarized in Tab. A.3 in Appendix A.7.

The most frequently used model for hadronic thermodynamics at finite temperature is the HRG. The approach is based on the work of Dashen, Ma and Bernstein [87], who found that one can describe the thermodynamics of a system of particles, which interact through resonant scatterings, by simply including the resonances as stable particles. This is always possible if the widths of the resonances are small compared to the temperature $\gamma \ll T$. An interacting pion gas for example is thermodynamically equivalent to a free gas of pions and $\rho$-mesons [268]. The HRG generalizes this approach to all possible hadrons. The thermodynamic potential is the sum of all stable hadrons and all
known hadronic resonances taken as non-interacting particles,

\[ \Omega_{HRG}(T, \mu) = \sum_{\text{hadrons}} \Omega_0(T, \mu, m_i) + \sum_{\text{resonances}} \Omega_0(T, \mu, m_i). \]  

This approach can only describe attractive interactions. The repulsive interactions, that are important for the equation of state of nuclear matter, are neglected. This version of the HRG is called the ideal HRG. One can introduce repulsive interactions by assuming a finite volume of the particles [269, 270, 271, 272]. The model presented in Refs. [269, 270] assumes the same volume for each particle, so the excluded volume is proportional to the total particle density. The approach in Refs. [271, 272] assumes an excluded volume for each particle that is proportional to its energy. This leads to a limiting energy density similar to the Hagedorn model that has a maximum temperature [273]. The non-relativistic formulation of this approach is the van der Waals model,

\[ P = \frac{NT}{V - bN} - \frac{aN^2}{V^2}, \quad U = \frac{3}{2}NT - a\frac{N^2}{V}, \]  

with \( b \) characterizing the excluded volume and \( a \) the strength of the attractive interaction. The repulsive interactions, that are introduced by excluded volume models, are different from repulsive interactions that originate from interactions with vector mesons as, for example, in the Walecka model [92]. The strength of this vector repulsion is proportional to the net particle density and therefore vanishes for zero chemical potential. The excluded volume repulsion is proportional to the total particle density (or pressure) and appears also at vanishing chemical potential.

It is believed that the HRG gives the correct description of hadronic QCD matter at moderate chemical potentials. This is supported by the success of the statistical hadronization model in describing particle ratios from heavy-ion collisions. This model assumes that the medium created in a heavy-ion collision, that probes directly the equation of state of hot QCD matter, equilibrates (to some extent). The system will then continue to interact until it becomes too dilute and freezes out. The particle yields are then fixed by the temperature and the chemical potential at this freezeout. This simple assumption can describe the particle abundances for various collision energies [274, 275, 276, 277]. It becomes even more precise if one assumes additional corrections for non-equilibrium effects [278, 279, 280, 281]. The model is applicable also for \( p + p \) [282] and even \( e^+e^− \) collisions [283] and was applied to the production of hypernuclei in Ref. [284].

The HRG equation of state and susceptibilities were compared to state of the art lQCD calculations in Refs. [88, 89, 90, 91, 135, 136, 160, 285]. The ideal HRG leads to a satisfying description of the thermodynamics for temperatures below \( T \approx 170 \) MeV. The quality of the description is improved if one includes an exponential increasing mass spectrum [286], as predicted by Hagedorn, and repulsive interactions [287, 288, 289, 290]. lQCD simulations for temperatures below \( T = 100 \) MeV are still affected by large errors. Since both approaches match each other almost perfectly in the temperature regime between 100 and 130 MeV, one uses the deviations to set the systematical error of the lattice calculations [136].
Figure 5.1: The dimensionless pressure \( P/T^4 \) for a non-interacting hadron gas as a function of temperature \( T \). The black line shows the pressure if one considers only pions, the red line for pions, kaons and the \( \eta \). The blue line is the pressure for all mesons that are contained in the PHSD transport approach, see Tab. A.1, and the orange line for all mesons and baryons in PHSD, see Tab. A.2 for the baryons. The magenta line shows the pressure for all hadrons listed by the particle data group [291] with a mass below 2.0 GeV and the light blue line for all hadrons with a mass below 2.6 GeV. The lQCD results are taken from the Wuppertal-Budapest collaboration from Ref. [90].

The only parameters of the HRG are the masses of the hadrons, that are usually taken as the vacuum masses. The model is therefore parameter free in principle, but one has to decide on the amount of particles one wants to include. All versions use at least the stable spin-1/2 baryons and the stable 0\(^-\) mesons as well as the spin-3/2 baryons and the 1\(^-\) mesons. The standard choice are all hadrons listed by the Particle Data Group [260, 292] with a mass below a certain threshold, mostly 2.0 GeV. We show in Fig. 5.1 the dimensionless pressure \( P/T^4 \) of the HRG for vanishing chemical potential,

\[
P/T^4 = \frac{1}{6\pi^2 T^4} \sum_i d_i \int_0^\infty dp \frac{p^4}{\sqrt{p^2 + m_i^2}} \frac{n_B/F}{\sqrt{p^2 + m_i^2}},
\]

(5.3)
calculated with different amounts of particles and compare it to the latest lQCD data from the Wuppertal-Budapest collaboration [90]. At low temperatures the system is dominated by the lightest mesons, i.e. pions, kaons and the \( \eta \)-meson, which describe the equation of state up to \( T \approx 120 \text{ MeV} \). In general we find that the equation of state is meson dominated and baryons appear only at \( T \approx 140 \text{ MeV} \). The PHSD HRG -based
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on the hadrons contained in PHSD- describes the lQCD data up to \( T = 150 \) MeV. At higher temperature it misses additional interaction strength. For this one has to include additional resonances (or interactions). We show the pressure for all hadrons listed by the Particle Data Group [291] with a mass below 2.0 GeV and for all hadrons with a mass below 2.6 GeV [9]. Both are almost on top of each other. The additional hadrons give enough strength to describe the equation of state up to \( T = 180 \) MeV. This is due to a substantial update of the listed hadrons in the 2014 update of the Particle Data group [292]. The pressure is within the error bars of the lQCD result, but the slope of the line is wrong. This has consequences for the speed of sound defined by

\[
c_s(T) = \sqrt{\frac{\partial P(T)}{\partial E(T)}},
\]

---

A compact list of the hadrons but without the \( \sigma \)-meson can be found in Ref. [163].
with the energy density
\[ E(T) = \frac{1}{2\pi^2} \sum_i d_i \int_0^\infty dp \, p^2 \sqrt{p^2 + m_i^2} \, n_{B/F} \left( \sqrt{p^2 + m_i^2} \right). \] (5.5)

We show the squared speed of sound \( c_s^2 \) in Fig. 5.2 with the lQCD data taken from the same simulation as the pressure [90]. The data show a minimum for \( T = 140 \) MeV, which the HRG can not reproduce, regardless of the hadrons contained. Including more resonances leads to an overall decreasing speed of sound for \( T > 150 \) MeV. The HRG with the hadronic content of PHSD can not describe the lQCD speed of sound at all, while the full PDG HRG can at least describe the drop down to the minimum, but \( c_s^2 \) stays too low for \( T > 150 \) MeV.

5.2 Nuclear equation of state

We discussed the equation of state at vanishing chemical potential already several times throughout this thesis. In this section we want to introduce the nuclear equation of state at \( T = 0 \) and \( \mu_B \neq 0 \). We review the thermodynamics of this special case within a simple mean-field model.

The limit of \( T = 0 \) and finite chemical potential \( \mu_B \) is often called "infinite nuclear matter", because this is the scenario found in the interior of all larger atomic nuclei, where the nuclear density is almost constant at \( \rho_0 \approx 0.16 \text{ fm}^{-3} \). When we investigate this limit we have to take into account the special form of the distribution functions. The chemical potential in the Bose-distribution functions has to vanish in order to keep it positive such that the bosons do not contribute to the thermodynamics for \( T = 0 \).

The Fermi-distribution function on the other side turns into a stepfunction
\[ n_F(\omega_p) = \frac{1}{e^{\omega_p/T} + 1} = \Theta(\mu - \sqrt{p^2 + m^2}) = \Theta(p_F - p) \] (5.6)

and the distribution function for antifermions becomes \( n_{\bar{F}}(\omega_p) = \Theta(-\mu - \sqrt{p^2 + m^2}) \) and is zero for all positive chemical potentials. The highest possible momentum is called Fermi momentum \( p_F \) and is connected to the chemical potential via \( \omega(p_F) = \epsilon_F = \mu_B \). All states below the Fermi momentum are occupied and all states above are empty. Because of this simple form we can calculate the equation of state analytically. We see directly, that only particles with a mass lower than the chemical potential contribute. This implies that for all chemical potentials below the nucleon mass, the lightest fermion mass, one finds no thermodynamic contributions at all. The system is still in its vacuum state. For this reason it is more convenient to describe the system in terms of the nuclear density rather than the chemical potential,

\[ \rho_B = \frac{4}{2\pi^2} \int_0^\infty dp \, p^2 \, n_F(\omega_p) = \frac{4}{2\pi^2} \int_0^{p_F} dp \, p^2 = \frac{4}{6\pi^2} p_F^3, \] (5.7)

where the factor 4 stems from the summation over protons and neutrons with two spin projections. Note that the total and the net-baryon density are the same at \( T = 0 \). The
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Figure 5.3: The binding energy per particle $E_B/A$ as a function of the nuclear density $\rho_B$. The solid black line shows the result from the $\rho_B$-dependent potential model. The potential was fitted to reproduce the equation of state from Ref. [293], given by the red dashed line. The blue dash-dotted line is the binding energy for non-interacting nucleons and the green dotted line shows the potential energy contribution given by Eq. (5.8).

chemical potentials necessary to excite heavier baryons like the $\Delta$’s or strange baryons lead to energy densities far above $\epsilon_c = 0.5 \text{ GeV/fm}^3$, where we expect deconfined matter. For this reason we can restrict ourself to only nucleons.

We know from nuclear physics that the binding energy $E_B/A = E/\rho_B - m_N$ of nuclear matter has a minimum of $E_B/A = -16 \text{ MeV}$ at normal nuclear density $\rho_0 \approx 0.16 \text{ fm}^{-3}$ in order to reproduce the stable nuclear matter inside atomic nuclei. The simple HRG model can not reproduce this minimum, as we see from the blue dash-dotted line in Fig. 5.3 because it discards interactions between the nucleons. We will model the interaction, that emerges from meson exchange, by a simple $\rho_B$-dependent potential energy density

$$U(\rho_B) = V_2\rho_B^2 + V_3\rho_B^3 + V_4\rho_B^4.$$  \hspace{1cm} (5.8)

The energy density for non-interacting nuclear matter follows from Eqs. (2.36) and (5.6) and reads

$$E_0 = \frac{4}{2\pi^2} \left( \frac{p_F}{8} \sqrt{p_F^2 + m_N^2} \right) \left( 2p_F^2 + m_N^2 \right) - \frac{m^4}{16} \ln \left( \frac{p_F + \sqrt{p_F^2 + m_N^2}}{m_N^2} \right).$$  \hspace{1cm} (5.9)
The Fermi momentum $p_F$ is connected to the density by Eq. (5.7); thus the whole binding energy can be written as a function of the nuclear density $\rho_B$:

$$E_B(\rho_B)/A = E_0(\rho_B)/\rho_B + V_2 \rho_B + V_3 \rho_B^2 + V_4 \rho_B^3 - m_N.$$

(5.10)

The parameters $V_2$, $V_3$ and $V_4$ are shown in Tab. 5.1 and are determined in order to reproduce the binding energy from Ref. [293]. The equation of state presented in this work is based on a relativistic effective interaction that is consistent with microscopic Dirac-Brueckner calculations and the experimentally known momentum dependence of the nucleon-nucleus optical potential. Therefore, the approach is not only able to describe nuclear matter at normal nuclear density but can also describe the signals of low-energy heavy-ion collisions that probe the nuclear equation of state at much higher densities. The approach is energy-momentum conserving and most importantly also thermodynamically consistent. Fig. 5.3 shows the results for the binding energy. The simple potential model gives a good fit to the results from Ref. [293] for densities below $0.6 \text{ fm}^{-3}$. The dash-dotted blue line is the kinetic part of the binding energy, which is equal to the HRG result that has no minimum at all and leads to unbound nuclear matter. The attractive interactions due to resonant scatterings are irrelevant in nuclear matter. Instead one requires a precise combination of attractive and repulsive interactions, as seen by the green dotted line in Fig. 5.3.

It is worth mentioning that Fig. 5.3 shows a wide range in the nuclear density up to four times normal nuclear density, but covers actually a very small range in the chemical potential. The smallest densities correspond to a baryon chemical potential $\mu_B = m_N = 938 \text{ MeV}$; normal nuclear density is reached at $\mu_B = 975 \text{ MeV}$ and the critical energy density $\epsilon_c = 0.5 \text{ GeV/fm}^3$ is reached for a baryon chemical potential of $\mu_B = 1013.6 \text{ MeV}$ and approximately three times normal nuclear density. Fig. 5.3 shows in terms of baryon chemical potential only the region between $\mu_B = 938 \text{ MeV}$ and $\mu_B = 1023 \text{ MeV}$. The baryon chemical potential necessary to excite $\Delta$-resonances leads already to densities about $4.5 \text{ fm}^{-3} \approx 27 \rho_0$. This can change if one includes interactions, but even then one will always find only nucleons up to the critical energy density $\epsilon_c \approx 0.5 \text{ GeV/fm}^3$. The mentioned chemical potentials are actually model dependent, as we will discuss later, and might get shifted due to repulsive interactions. In fact, the nuclear equation of state is only known as a function of the density and not as a function of the baryon chemical potential.

The simple potential model (5.10) can reproduce the basic features of the nuclear equation of state, but is only valid at very low temperatures where the interaction is not modified by finite temperature effects. In the following we will use relativistic mean-field theories. They can reproduce the well known properties of nuclear matter and are

<table>
<thead>
<tr>
<th>$V_2$</th>
<th>$V_3$</th>
<th>$V_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.411 GeV fm$^3$</td>
<td>1.128 GeV fm$^6$</td>
<td>-0.478 GeV fm$^9$</td>
</tr>
</tbody>
</table>

Table 5.1: Parameters of the potential energy density (5.8).
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Applicable at larger temperatures. Relativistic mean-field theories are the mean-field approximation of the so-called quantum hadrodynamics (QHD) \cite{292,294,295,296}, that describes the interactions between nucleons by the exchange of mesons. One usually includes isoscalar interactions mediated by the scalar $\sigma$-meson and the vector $\omega$-meson and isospin-dependent interactions mediated by the $\rho$-meson and the $\delta$-meson. The $\sigma$-meson describes the attractive part of the nucleon-nucleon potential while the $\omega$-meson describes the short range repulsion. The $\rho$ and the $\delta$-meson are important for asymmetric nuclear matter and neutron star physics, but will give no contribution in isospin symmetric matter. Since this is approximately the case for the hot and dense medium created in heavy-ion collisions, we can neglect them in the following.

The QHD Lagrangian consists of the free Dirac Lagrangian for the nucleons, the Lagrangian for the $\sigma$ and the $\omega$-field with selfinteractions $U(\sigma)$ and $O(\omega^\mu\omega_\mu)$ and an interaction part of Yukawa type for the nucleon-meson interactions:

$$L = L_B + L_M + L_{int},$$

$$L_B = \bar{\Psi} (i\gamma_\mu \partial^\mu - M) \Psi,$$

$$L_M = \frac{1}{2} \partial_\mu \sigma \partial^\mu \sigma - U(\sigma) - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + O(\omega^\mu\omega_\mu),$$

$$L_{int} = g_\sigma \bar{\Psi} \sigma \Psi - g_\omega \bar{\Psi} \gamma^\mu \omega_\mu \Psi.$$  

The two coupling constants $g_\sigma$ and $g_\omega$ are effective couplings, that are not fixed by theory and chosen to reproduce the main properties of nuclear matter like the saturation density and the binding energy. The selfinteractions are usually taken as polynomials \cite{297,298} and contain at least the mass terms for the mesons, i.e. $U(\sigma) = \frac{1}{2} m_\sigma^2 \sigma^2$, $O(\omega^\mu\omega_\mu) = \frac{1}{2} m_\omega^2 \omega^\mu\omega_\mu$. In this case the model reduces to the simple $\sigma$-$\omega$ model or Walecka model \cite{92}. The main application for relativistic mean-field theories is the calculation of ground state properties of finite nuclei. The model works well for spherical and also deformed nuclei \cite{299,300}, and one can also use it to investigate neutron star properties \cite{301,302}.

An important extension of QHD is the so-called density-dependent hadron-field theory \cite{303,304,305}. The coupling constants are no longer treated as constants but as functions of the nucleon field,

$$g_\sigma \rightarrow \Gamma_\sigma(\bar{\Psi},\Psi), \quad g_\omega \rightarrow \Gamma_\omega(\bar{\Psi},\Psi).$$

To preserve Lorentz invariance the couplings have to be Lorentz scalars. The easiest way to ensure this is to write the couplings as a function of a density $\Gamma(\bar{\Psi},\Psi) = \Gamma(\hat{\rho}_0)$, which is again a Lorentz scalar itself. Two physical reasonable choices are $\hat{\rho}_0 = \bar{\Psi} \Psi$ and $\hat{\rho}_0 = \bar{\Psi} u_\mu \gamma^\mu \Psi$, where $u_\mu$ is the four-velocity with $u_\mu u^\mu = 1$. The first one is called scalar density dependence (SDD) and will lead to a dependence of the scalar density $\rho_s$, the second one is called vector density dependence (VDD) and will lead to a dependence of the baryon density $\rho_B$. It has been shown, that the application of the VDD gives better results when applied to finite nuclei \cite{303,304}. The interaction part of the Lagrangian becomes

$$L_{int} = \Gamma_\sigma(\hat{\rho}_0) \bar{\Psi} \sigma \Psi - \Gamma_\omega(\hat{\rho}_0) \bar{\Psi} \gamma^\mu \omega_\mu \Psi.$$
This has the advantage that one can parametrize a realistic nucleon-nucleon interaction - obtained from Dirac-Brueckner (DB) calculations - but with less numerical effort. This allows to apply Dirac-Brueckner calculations also to finite systems, what is currently out of reach for actual DB calculations. We will need the density-dependent couplings to reproduce the nuclear equation of state and the lQCD equation of state simultaneously in a single approach.

QHD is too complicated to be solved on the many-body level and we will use the mean-field approximation. The meson fields are then no longer independent degrees of freedom but determined by their expectation values. Evaluating the equations of motion one finds the following two coupled selfconsistent equations (see Appendix A.8), that have to be solved simultaneously:

\[
\frac{\partial U}{\partial \sigma} = \Gamma_\sigma(\rho_0) \int \frac{d^3 p}{(2\pi)^3} \frac{m^*}{\omega_p} \left( n_F(T, \mu^*, m^*) + n\bar{F}(T, \mu^*, m^*) \right),
\]

\[
\frac{\partial O}{\partial \omega} = \Gamma_\omega(\rho_0) \int \frac{d^3 p}{(2\pi)^3} \left( n_F(T, \mu^*, m^*) - n\bar{F}(T, \mu^*, m^*) \right).
\]

The density in the couplings is now the normal ordered expectation value of the density \( \rho_0 = \langle :\hat{\rho}_0: \rangle \). The distribution functions depend on \( \omega_p^* = \sqrt{p^2 + m^*} \) with the effective mass

\[
m^* = m - \Sigma^s = m_N - \Sigma^{s(0)} - \Sigma^{s(r)} = m - \Gamma_\sigma(\rho_0)\sigma - \Sigma^{s(r)}
\]

and on the effective chemical potential

\[
\mu^* = \mu - \Sigma^0 = \mu - \Sigma^{0(0)} - \Sigma^{0(r)} = \mu - \Gamma_\omega(\rho_0)\omega - \Sigma^{0(r)}.
\]

Both get effected by the interactions with the mesons. The mass gets modified by the scalar selfenergy \( \Sigma^s \) that originates from the interactions with the \( \sigma \)-meson. The chemical potential gets modified by the vector selfenergy \( \Sigma^0 \) that originates from the interactions with the \( \omega \)-meson. The selfenergies are split into a normal \( \Sigma^{(0)} \) and a rearrangement selfinteraction \( \Sigma^{(r)} \). The latter arises from the density dependence of the couplings. Their actual form depends on the choice of \( \rho_0 \) that we will specific when necessary. If the couplings are independent from the fields, they will vanish.

With the solution for the selfconsistent Eqs. (5.17) and (5.18) we can evaluate the thermodynamics of the model, see Appendix A.9. The pressure of the density-dependent relativistic mean-field model is given by

\[
P = -U(\sigma) + O(\omega) + \Sigma^{0(r)} \rho_B - \Sigma^{s(r)} \rho_s + P_0(T, \mu^*, m^*),
\]

where \( P_0 \) is the pressure for a non-interaction particle evaluated for the effective quantities \( \mu^* \) and \( m^* \). The model is thermodynamic consistent as long as the selfconsistent equations of motions are fulfilled. We prove this also in Appendix A.9.

We will now continue the discussion of the nuclear equation of state but with the relativistic mean-field model. The basic properties of the binding energy and the saturation density of symmetric nuclear matter are uncontroversial, but there is no consensus on the behavior at larger densities \( \rho_B > 1.5 \rho_0 \), as there are no ab-initio calculations to
fix it. The parameters of the relativistic mean-field models are usually determined from
the ground state properties of nuclei \cite{306, 307, 308, 309, 310, 311}, which probe only
the region close to the saturation density. The equation of state at higher densities is
then a prediction. In general the models contain also the $\rho$-meson and $\delta$-meson because
larger nuclei contain more neutrons than protons $n_n > n_p$ and one has to describe the
isospin asymmetry. These models are applicable to symmetric nuclear matter, but their
parameters have been fixed in the asymmetric case.

Another method to constrain the equation of state are heavy-ion collisions. A relativis-
tic mean-field model was used in Ref. \cite{312} to study collisions in the energy range of
400 AMeV to 1 AGeV. The model was then extended in Ref. \cite{293} to include also a
momentum dependence and to reproduce the momentum dependences of the nucleon-
nucleus optical potential. This leads to density-dependent potentials similar to the
VDD couplings in the density-dependent relativistic mean-field theory. The density de-
pendence of the potentials is also a well known result from Dirac-Brueckner calculations
\cite{313}. The approaches in Refs. \cite{293, 313} probe the equation of state up to $\rho_B \approx 3\rho_0$
exceeding the possibilities of nuclear structure studies. Even larger densities have been
probed in Ref. \cite{314} where flow data from heavy-ion simulations have been analyzed to
put constraints on the equation of state in the density region between $2 \rho_0 < \rho_B < 4.5 \rho_0$.
The most extreme densities are reached in neutron stars. They do not contain symmetric
nuclear matter but dominantly neutron matter. However, they probe the whole equa-
tion of state up to the largest densities. One studies neutron star properties by solving
the Tolman-Oppenheimer-Volkoff equation \cite{315, 316}, that uses the equation of state as
input. This determines the allowed masses and radii for a given equation of state, which
is then compared to actual measurements. One can also invert this procedure to deter-
mine the equation of state if one could measure the exact mass-radius (M-R) relation
\cite{317}, but the required precision is currently not possible for the radii. However, for
most neutron stars they should be in the range between 10 to 12 km \cite{318}. The recent
discovery of two-solar-mass neutron stars \cite{319, 320} ruled out a huge class of equations of
state, that were unable to provide such heavy masses. With more precise measurements
of the radii one can further constrain the equation of state for highly asymmetric nuclear
matter.

In Ref. \cite{301} a testing scheme for nuclear equations of state is suggested that uses
also constraints from neutron star phenomenology and the flow-data analysis from Ref.
\cite{314}. The authors found that currently no equation of state passes all their tests, but
the models employing density-dependent couplings perform better than those without.
We use a similar scheme to fix our equation of state, but in a much simpler way. We
compare the nuclear equation of state for different parametrizations for relativistic mean-
field theories to narrow down the equation of state of symmetric nuclear matter. For
this we apply the mesonic selfinteractions in their usual polynomial forms \cite{297, 298},

\begin{align}
U(\sigma) &= \frac{1}{2} m_\sigma^2 \sigma^2 + \frac{1}{3} B \sigma^3 + \frac{1}{4} C \sigma^4, \\
O(\omega) &= \frac{1}{2} m_\omega^2 \omega^2 + \frac{1}{4} D \omega^4,
\end{align}

(5.22) (5.23)
Table 5.2: Parametrization of different relativistic mean-field models. \( \rho_0 \) is the saturation density where the binding energy per nucleon has its minimum and \( E_B/A \) is the depth of this minimum, \( K \) is the compressibility of nuclear matter, \( m^* \) is the effective mass at the saturation density \( \rho_0 \) and \( \mu_c \) is the baryon chemical potential for which the energy density reaches \( E(\mu_c) = 0.5 \text{ GeV/fm}^3 \).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( g_\sigma )</td>
<td>6.91</td>
<td>9.50</td>
<td>6.39</td>
<td>10.03</td>
<td>9.28</td>
</tr>
<tr>
<td>( g_\omega )</td>
<td>7.54</td>
<td>10.95</td>
<td>8.72</td>
<td>12.61</td>
<td>10.59</td>
</tr>
<tr>
<td>( B ) [1/fm]</td>
<td>-40.6</td>
<td>1.589</td>
<td>-10.76</td>
<td>-7.23</td>
<td>5.1</td>
</tr>
<tr>
<td>( C )</td>
<td>384.4</td>
<td>34.23</td>
<td>-4.05</td>
<td>0.62</td>
<td>9.8</td>
</tr>
<tr>
<td>( D )</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>71.31</td>
<td>0</td>
</tr>
<tr>
<td>( m_\sigma ) [1/fm]</td>
<td>2.79</td>
<td>2.79</td>
<td>2.03</td>
<td>2.59</td>
<td>2.79</td>
</tr>
<tr>
<td>( m_\omega ) [1/fm]</td>
<td>3.97</td>
<td>3.97</td>
<td>3.97</td>
<td>3.97</td>
<td>3.97</td>
</tr>
<tr>
<td>( \rho_0 ) [fm(^{-3})]</td>
<td>0.145</td>
<td>0.145</td>
<td>0.154</td>
<td>0.147</td>
<td>0.164</td>
</tr>
<tr>
<td>( E_B/A ) [MeV]</td>
<td>-15.9</td>
<td>-16</td>
<td>-16.3</td>
<td>-16.3</td>
<td>-16.1</td>
</tr>
<tr>
<td>( K ) [MeV]</td>
<td>380</td>
<td>373</td>
<td>240</td>
<td>284</td>
<td>358</td>
</tr>
<tr>
<td>( m^*/m )</td>
<td>0.83</td>
<td>0.70</td>
<td>0.78</td>
<td>0.63</td>
<td>0.68</td>
</tr>
<tr>
<td>( \mu_c ) [MeV]</td>
<td>1125</td>
<td>1258</td>
<td>1097</td>
<td>1175</td>
<td>1207</td>
</tr>
</tbody>
</table>

and keep the couplings \( g_\sigma \) and \( g_\omega \) as constants. The parameters are summarized in Tab. 5.2. The parameter sets NL1 and NL3 are taken from Ref. [312], where they were used in heavy-ion simulations. Recently, these parametrizations were also employed in Refs. [147, 321] to investigate chiral-symmetry restoration in heavy-ion collisions. This led to the first microscopic explanation of the \( K/\pi \) ratio in a transport approach and can be used to put further constraints on the equation of state, cf. Sec. 5.5. Note that these sets are not identical to the parameters from Ref. [306] and Ref. [309], that are also called NL1 and NL3, but were fitted to the properties of spherical nuclei. However, it is known that the set NL3 from Ref. [309] is not compatible with neutron star observations [302, 318]. The set MTEC is taken from Ref. [311] and the set TM1 from Ref. [310]. MTEC is fitted to nuclear properties with special emphasis on the isospin-asymmetry coefficient and TM1 to the properties of stable and unstable nuclei. It was checked in Ref. [302] that MTEC and TM1 can reproduce two-solar-mass neutron stars. The last parameter set ML2 is our fit to the equation of state from Ref. [293], shown in Fig. 5.3, that was also used in heavy-ion collisions and is compatible with the nucleon-nucleus optical potential.

We show in Tab. 5.2 the basic properties of the parametrizations like the saturation density \( \rho_0 \), where the binding energy per nucleon has its minimum, the depth of the
Figure 5.4: The binding energy $E_B/A = E/\rho_B - m_N$ for symmetric nuclear matter as a function of the nuclear density $\rho_B$ for different parametrizations of the relativistic mean-field model.

minimum $E_B/A$ as well as the nuclear compressibility,

$$K = 9 \frac{\partial P}{\partial \rho_B} |_{\rho_B = \rho_0},$$

of the different models. The effective mass $m^*/m_N$ denotes here the value of the effective mass at saturation density. We show also the critical chemical potential $\mu_c$ for which the energy density reaches $E(\mu_c) = 0.5$ GeV/fm$^3$. The nuclear densities at $\mu_c$ are $0.5 \pm 0.01$ fm$^{-3}$ for all parametrizations. We recall that the critical chemical potential for non-interacting nucleons is $\mu_c = 1014$ MeV. The much larger $\mu_c$ in the relativistic mean-field models is the result of the vector repulsion that pushes the chemical potential to larger values.

The binding energy per nucleon for the five sets is shown in Fig. 5.4 and the pressure in Fig. 5.5. They all reproduce the minimum in the binding energy and give similar results up to $1.5\rho_0$, but differ at larger densities. The findings from Refs. [147, 321] in terms of heavy-ion collisions suggest that the equation of state should be between NL1 and NL3, the findings from Ref. [302] in terms of neutron stars imply that it should be between MTEC and TM1 and at small densities close to $\rho_0$ the equation of state should be similar to ML2. Comparing the equations of state with each other, we find that the binding energy of ML2 is between the results from NL1 and NL3 and also between MTEC and TM1. This is different for the pressure where ML2 is still between NL1 and NL3 but not between MTEC and TM1. The binding energy and the pressure
are sensitive to the combination of the attractive and the repulsive interaction, so we compare the models also for their effective masses \( m^*/m_N = 1 - g_{\sigma}\sigma/m_N \), that is only sensitive to the attractive interaction. The results are shown in Fig. 5.6. The point at \( \rho_B = \rho_0 \approx 0.16 \text{ fm}^{-3} \) is the quasi-empirical point which is the effective mass at saturation density and is in the range \( 0.7 < \tilde{m}/m_B < 0.85 \). It is derived from non-relativistic models [322, 323] and is not equal to the effective Dirac mass \( m^* \) at the saturation density, that is slightly lower [324]. If we correct the effective point to slightly smaller effective masses we find that only TM1 is unable to reproduce it. Based on all these findings we choose the equation of state from the parameter set ML2 as the "nuclear equation of state". It is compatible with the heavy-ion constraints on the equation of state from Ref. [147, 321] and should be able to feature two-solar-mass neutron stars if one includes the right \( \rho \)-meson interaction in the approach.

We close the discussion of the nuclear equation of state with a short remark on the thermodynamic potential. So far we have shown all results as a function of the density and not the chemical potential. As addressed earlier, it is the easiest way to describe the system in terms of the Fermi momentum \( p_F \), that defines also the density \( \rho \sim p_F^3 \), if the temperature is zero. It is therefore natural to express all thermodynamic quantities as a function of the density. This procedure implies, that we are not working in a grand-canonical ensemble but in a canonical. The thermodynamic potential then is the free energy \( (2.7) \), \( F = U - TS \), which is equal to the internal energy \( U \) at vanishing

Figure 5.5: The pressure for symmetric nuclear matter as a function of the nuclear density \( \rho_B \) for different parametrizations of the relativistic mean-field model.
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The effective mass \( m^*/m_N \) as a function of the nuclear density \( \rho_B \) for different parametrizations of the relativistic mean-field model. The point at \( \rho_B = \rho_0 \) is the quasi-empirical point derived from non-relativistic models.

Figure 5.6: The effective mass \( m^*/m_N \) as a function of the nuclear density \( \rho_B \) for different parametrizations of the relativistic mean-field model. The point at \( \rho_B = \rho_0 \) is the quasi-empirical point derived from non-relativistic models.

The pressure of the system in this special case follows from the relation,

\[
P = \rho_B^2 \frac{\partial}{\partial \rho_B} \left( \frac{E}{\rho_B} \right) = \rho_B^2 \frac{\partial}{\partial \rho_B} \left( \frac{E_B}{A} \right),
\]

(5.25)

and is no longer proportional to the thermodynamic potential. As one can see from Eq. (5.25) this implies also negative pressures if the binding energy per nucleon decreases, i.e. for all densities below the saturation density \( \rho_0 \), see Fig. 5.5. The system at \( \rho_B < \rho_0 \) is unstable, since the grand-canonical thermodynamic potential is larger than the vacuum. Another consequence of the canonical nature of the nuclear equation of state is the uncertainty in the chemical potential, which is no longer a natural variable. So far we have defined the phase transition by the condition \( \epsilon_c = 0.5 \text{ GeV/fm}^3 \). As shown in Tab. 5.2 this leads to model-dependent critical chemical potentials \( \mu_c \) that range from \( \mu_c = 1014 \text{ MeV} \) in the non-interacting case to \( \mu_c = 1258 \text{ MeV} \) for NL3 that incorporates the strongest repulsion. On the other hand one finds the universal value \( \rho_c \approx 0.5 \text{ fm}^{-3} \) for the critical density. It might be impossible to define the nuclear equation of state as a function of the chemical potential.

\footnote{In the canonical ensemble one refers to the energy as the internal energy \( U \).}
5.3 Interacting Hadron-Resonance Gas

We have now defined all the boundary conditions that our model has to fulfill. At vanishing chemical potential we want to reproduce the most recent equation of state from the Wuppertal-Budapest collaboration [90] and at vanishing temperature we want to reproduce the nuclear equation of state from Ref. [293] that is compatible to Dirac-Brueckner calculations and heavy-ion collisions.

At finite temperature hadrons will interact through resonant scatterings, that we describe in terms of the HRG by including several important resonances as non-interacting particles. We restrict the particles here to those contained in PHSD, that are summarized in Tab. A.1 and A.2 in Appendix A.7. As discussed in Sec. 5.1 we will also include the scalar nonet which is summarized in Tab. A.3 also in Appendix A.7. Furthermore, we incorporate meson-exchange interactions in terms of relativistic mean-field models. This introduces additional attractive interactions mediated by the $\sigma$-meson, which will account for the missing higher resonances in the HRG.

The $\sigma$ and the $\omega$-meson appear in this model also as non-interacting particles, which may seem like a double counting, but the non-interacting contribution plays the role of an $s$-channel resonant-scattering amplitude. This is missing in the meson-exchange model -where this channel is neglected in the mean-field limit- and the "particles" appear only in the $t$-channel. The nucleons are included in both models, but in their case it is important to omit them in the HRG to avoid a true double counting.

The thermodynamic potential of the interacting Hadron-Resonance Gas (IHRG) is the sum of the regular HRG and the relativistic mean-field model. Additionally one has to subtract the non-interacting nucleons,

$$\Omega_{IHRG} = \Omega_{HRG} + \Omega_{RMF} - \Omega_{0, N} = \Omega_{RMF} + \sum_{\text{hadrons} \neq N} \Omega_0.$$ (5.26)

All other thermodynamical quantities are therefore also just the sum of both models, but without the non-interacting nucleons.

For the description of the nuclear equation of state it is not necessary to extend the model towards more interacting particles, since additional baryons will only appear for $\rho_B \geq 2 - 3 \rho_0$ [325, 326, 327]. This changes if we increase the temperature and also other baryons start to interact via meson exchange. The appearance of additional interacting baryons like hyperons and $\Delta$’s in the nuclear equation of state is a frequently discussed question in the context of neutron stars, see Ref. [327] and references therein. We will use the findings from this field to extend the IHRG to include more interacting baryons, the mesons are kept non-interacting. Especially important in this context and also for the description of heavy-ion collisions are the $\Delta$-resonances. We describe them through the Lagrangian [325, 326, 328],

$$\mathcal{L}_\Delta = \bar{\Psi}_\Delta (i \gamma_\mu \partial^\mu - M_\Delta) \Psi_\Delta + \Gamma_{\sigma \Delta} (\hat{\rho}) \bar{\Psi}_\Delta \gamma^\mu \sigma \Psi_\Delta - \Gamma_{\omega \Delta} (\hat{\rho}) \bar{\Psi}_\Delta \gamma^\mu \omega_\mu \Psi_\Delta,$$ (5.27)

that we add to the Lagrangian of the relativistic mean-field theory (5.11). The couplings $\Gamma_\Delta$ can depend on an arbitrary Lorentz scalar or stay constant. The spinor $\Psi_\Delta$ is not
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a Dirac spinor but a Rarita-Schwinger spinor with $4 \times 4$ components that describes a spin-$3/2$ particle [329], however, the mean-field limit of the theory behaves just like Dirac spinors [325, 326]. The selfconsistent equations (5.17) and (5.18) become

$$
\frac{\partial U}{\partial \sigma} = \Gamma_{\sigma N} N_{\rho} N_{s}(T, \mu_{N}, m_{N}) + \Gamma_{\sigma \Delta} N_{\rho_{\Delta}}(T, \mu_{\Delta}, m_{\Delta}),
$$

(5.28)

$$
\frac{\partial O}{\partial \omega} = \Gamma_{\omega N} N_{\rho} N_{B}(T, \mu_{N}, m_{N}) + \Gamma_{\omega \Delta} N_{\rho_{\Delta}}(T, \mu_{\Delta}, m_{\Delta}).
$$

(5.29)

Here $\rho_{\Delta}$ and $\rho_{B}$ are the scalar and the particle density for non-interacting $\Delta$-baryons. They depend on the effective mass $m_{\Delta}$ and the effective chemical potential $\mu_{\Delta}$ that are defined by the selfenergies of the $\Delta$'s,

$$
m_{\Delta}^* = m_{\Delta} - \Sigma_{\Delta}, \quad \mu_{\Delta}^* = \mu - \Sigma_{\Delta}^0,
$$

(5.30)

which follow directly from the effective couplings $\Gamma_{\sigma \Delta}$ and $\Gamma_{\omega \Delta}$ as shown in Appendix A.9. The pressure and the energy density of the system -without the HRG contribution- are given by

$$
P = -U(\sigma) + O(\omega) + \Sigma_{N} N_{\rho_{N}} N_{s} + \Sigma_{\Delta} N_{\rho_{\Delta}} N_{s} - \Sigma_{N} N_{\rho_{s}} N_{\Delta} - \Sigma_{\Delta} N_{\rho_{s}} N_{\Delta} + P_{0}(T, \mu_{N}, m_{N}) + P_{0}(T, \mu_{\Delta}, m_{\Delta}),
$$

(5.31)

and

$$
E = U(\sigma) + O(\omega) + \Sigma_{N} N_{\rho_{N}} N_{s} + \Sigma_{\Delta} N_{\rho_{\Delta}} N_{s} + \Sigma_{N} N_{\rho_{s}} N_{\Delta} + \Sigma_{\Delta} N_{\rho_{s}} N_{\Delta} + E_{0}(T, \mu_{N}, m_{N}) + E_{0}(T, \mu_{\Delta}, m_{\Delta}).
$$

(5.32)

The entropy and the particle density are, as expected, the non-interacting expressions but with the respective effective quantities,

$$
s = s_{N}(T, \mu_{N}, m_{N}) + s_{\Delta}(T, \mu_{\Delta}, m_{\Delta}),
$$

(5.33)

$$
\rho_{B} = n_{N}(T, \mu_{N}, m_{N}) + n_{\Delta}(T, \mu_{\Delta}, m_{\Delta}).
$$

(5.34)

The approach is thermodynamically consistent if the selfconsistent equations (5.28) and (5.29) are fulfilled. The thermodynamic potential of the IHRG with interacting nucleons and $\Delta$'s is

$$
\Omega_{IHRG} = \Omega_{HRG} + \Omega_{RMF} - \Omega_{0,N} - \Omega_{0,\Delta} = \Omega_{RMF} + \sum_{\text{hadrons} \neq N,\Delta} \Omega_{0}.
$$

(5.35)

The extension introduces also two additional couplings $\Gamma_{\sigma \Delta}$ and $\Gamma_{\omega \Delta}$. As for nucleons these couplings are not fixed by theory, but one can impose several constraints on them. The introduction of additional particles like $\Delta$'s or hyperons can create a second minimum in the binding energy [325, 326], but since there are no $\Delta$'s in the ground state of nuclear matter, this minimum can only describe a metastable state. Furthermore, any contribution from the $\Delta$'s has to vanish at saturation density. There is also some
guidance from finite density sum-rules which show that the scalar selfenergy of the Δ’s
is larger and the vector selfenergy smaller than the corresponding values for the nucleon
selfenergies \[330\]. In Ref. \[328\] all these conditions are used to constrain the model for
constant couplings. These findings are summarized by:
\[
\frac{\Gamma_{\sigma \Delta}}{\Gamma_{\sigma N}} \leq 1.01 \cdot \frac{\Gamma_{\omega \Delta}}{\Gamma_{\omega N}} + 0.38, \quad \frac{\Gamma_{\sigma \Delta}}{\Gamma_{\sigma N}} \geq 1, \quad \frac{\Gamma_{\omega \Delta}}{\Gamma_{\omega N}} \leq 1. \tag{5.36}
\]
A popular choice for the couplings - in line with the relations \[5.36\] - are the conditions
\[
\frac{\Gamma_{\sigma \Delta}}{\Gamma_{\sigma N}} = \frac{m_\Delta}{m_N}, \quad \Gamma_{\omega X} = \Gamma_{\omega N}. \tag{5.37}
\]
The selfconsistent equations \[5.28\] and \[5.29\] in their generalized form become,
\[
\frac{\partial U}{\partial \sigma} = \Gamma_{\sigma N} \sum_X \frac{m_X}{m_N} \rho_X(T, \mu_N^*, m_X^*), \tag{5.38}
\]
\[
\frac{\partial O}{\partial \omega} = \Gamma_{\omega N} \sum_X \rho_X(T, \mu_N^*, m_X^*), \tag{5.39}
\]
and the pressure reads
\[
P = -U(\sigma) + O(\omega) + \sum_X \left( \Sigma_X^{0(r)} \rho_X^* - \Sigma_X^{s(r)} \rho_X^* + P_0 X(T, \mu_N^*, m_X^*) \right). \tag{5.40}
\]
The sum runs over all baryons that we include as interacting particles. These baryons
have to be omitted in the HRG contribution in case of the IHRG. We will only discuss the
cases of interacting nucleons as well as interacting nucleons and Δ’s. Another reasonable
choice is to use all baryons of the spin-1/2 octet. However, the results are similar to the
case of interacting nucleons and Δ’s. The reason is that the masses of the Δ and the
Σ, Λ and Ξ are all in the vicinity of \( m \approx 1200 \) MeV. The Δ’s are 16-times degenerated,
the Σ’s, Λ’s and Ξ’s have in total a degeneracy of 12, thus both cases are fairly similar,
but the Δ’s are more important in low-energy heavy-ion collisions.
We will now fix the parameters of our model. The right side of the selfconsistent equation
\[5.39\] is proportional to the net-baryon densities of the interacting baryons, that have to
vanish for \( \mu = 0 \). Since symmetries demand that \( O(\omega) \) is an even function the left side of
the equation vanishes for \( \omega = 0 \). This fixes \( \omega = 0 \) for \( \mu = 0 \) and the repulsive interaction
contributes only at finite chemical potential \( \mu_B \). As noted before this is different to
repulsive interactions through excluded volume effects that contribute even at vanishing chemical potential \(\mu_B = 0\). We can therefore fix the scalar interaction solely with the lQCD equation of state at \(\mu_B = 0\) and then tune the repulsive interaction to reproduce the nuclear equation of state at \(T = 0\) and \(\mu_B \neq 0\).

We use the following strategy to define the scalar interaction. We subtract the non-interacting HRG from the lQCD equation of state and define in this way the contribution from the interacting model. We keep the scalar coupling as a constant \(\Gamma_\sigma = g_\sigma\), so we obtain from Eq. (5.37) a constant ratio for the effective masses \(m_\sigma^*/m_N^* = m_X^*/m_N^*\). The entropy density of the interacting model for a given temperature \(T\) is then a function of only the effective nucleon mass \(m_N^*(T, \mu_B = 0)\).

With \(m_N^*(T)\) fixed we can easily calculate the scalar densities and use the selfconsistent equation (5.38) to determine \(\partial U/\partial \sigma(T)\) as a function of temperature. The value of the \(\sigma\)-field as a function of temperature follows from the effective mass \(\sigma = (m_N^* - m_N^*)/g_\sigma\). We can then fit \(\partial U/\partial \sigma\) as a function of \(\sigma\), thus defining the \(\sigma\)-selfinteraction. The polynomial ansatz for the selfinteraction, \(U(\sigma) = \frac{1}{2} m_\sigma^2 \sigma^2 + \frac{1}{3} B \sigma^3 + \frac{1}{4} C \sigma^4\), is able to reproduce the interaction for both nucleons as well as nucleons and \(\Delta\)’s. The value of the scalar coupling \(g_\sigma\) is arbitrary, since \(\sigma\) has no physical meaning, only \(g_\sigma \sigma = m_N^* - m_N^*\). If one rewrites the selfconsistent equations (5.17) and (5.38) in terms of \(m_N^*\) instead of \(\sigma\), one finds for the polynomial ansatz of \(U(\sigma)\) that the equation is determined by the ratios \(m_\sigma/g_\sigma, B/g_\sigma^3, C/g_\sigma^4\). We fix \(g_\sigma\) by setting the \(\sigma\)-mass to its physical value \(m_\sigma \approx 550\) MeV. The parameters in Tab. 5.3 give a good representation of the scalar selfinteraction for the temperature range between \(T \approx 130\) MeV and \(T \approx 160\) MeV. We denote the set for interacting nucleons DD1 and for nucleons and \(\Delta\)’s DD2. If one compares these values with the parameters for the relativistic mean-field models in Tab. 5.2 one notices the large quartic coefficient \(C\). The scalar selfinteraction in conventional mean-field models is just a small correction, but gives the dominant contribution in our approach at \(\mu_B = 0\). Another difference to conventional mean-field models are the much larger values of the scalar density \(\rho_s\) probed by our approach, since \(\rho_s\) increases with \(\rho_s \sim T^3\). This may lead to an unphysical phase transition if \(\partial U/\partial \sigma\) is not strictly monotonic increasing, i.e. if the cubic or quartic coefficients \(B\) or \(C\) are negative. Both parameter

<table>
<thead>
<tr>
<th>Int. baryons</th>
<th>(g_\sigma)</th>
<th>(m_\sigma) [MeV]</th>
<th>(B) [1/fm]</th>
<th>(C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD1</td>
<td>(N)</td>
<td>28.64</td>
<td>550</td>
<td>-29.67</td>
</tr>
<tr>
<td>DD2</td>
<td>(N + \Delta)</td>
<td>20.79</td>
<td>550</td>
<td>-58.29</td>
</tr>
</tbody>
</table>

Table 5.3: Parameters for the scalar interaction in the IHRG at vanishing chemical potential \(\mu_B = 0\).
sets in Tab. 5.3 have repulsive cubic interactions and also the sets NL1, MTEC and TM1 discussed in the last section incorporate repulsive cubic interactions; MTEC has even a repulsive quartic interaction. However, in DD1, DD2 and NL1 the repulsive term is not strong enough to introduce a phase transition. This is different for TM1 that has a local minimum and MTEC that even starts to decrease. Nevertheless, these unphysical behaviors appear only at baryon densities much larger than the ones discussed. Note that the lQCD equation of state has no real phase transition, so any model used to describe it can not feature a critical behavior at \( \mu_B = 0 \). In the same way as a non-monotonic behavior in \( \frac{\partial U}{\partial \sigma} \) can introduce a phase transition also a non-monotonic behavior in \( \frac{\partial O}{\partial \omega} \) has the potential to introduce one.

We show the ratio of the effective masses to the vacuum masses as a function of the temperature for vanishing chemical potential in Fig. 5.7. The additional interactions are not needed for temperatures below \( T \approx 100 \) MeV, so the effective masses stay at their vacuum values. As the temperature increases further they begin to decrease. A smaller effective mass results in a larger \( \sigma \)-field and more interaction strength compared to the non-interacting case. The effective mass for DD1 decreases more rapidly than for DD2, because in case of DD1 the whole additional interaction strength has to come from the nucleons alone while for DD2 also the \( \Delta \)-contribution is enhanced. We show the corresponding entropy densities \( s/T^3 \) in Fig. 5.8 and compare them to the non-interacting HRG and the lQCD entropy density from Ref. [90] used to determine the attractive interaction. At small temperatures the interacting models are similar to the
Figure 5.8: The scaled entropy density $s/T^3$ as a function of the temperature $T$ for vanishing chemical potential. The blue line is the entropy for the IHRG with interacting nucleons and the red line for the IHRG with interacting nucleons and $\Delta$-resonances. The orange line is the entropy density without interactions. The lQCD results are taken from the Wuppertal-Budapest collaboration [90].

non-interacting HRG since the interactions give no contribution. The small offset seen at smaller temperatures is caused by the scalar mesons missing in the PHSD HRG. The additional interaction becomes visible at $T \approx 125$ MeV. Up to temperatures $T \approx 155$ MeV both interacting models by design give the same result and describe the lQCD data within the error bars, however, at larger temperatures (QGP phase) they differ. The model including the $\Delta$’s increases too fast and exceeds the lQCD entropy, the model with only nucleons reproduces the entropy density even up to $T = 200$ MeV. This is surprising since we fitted the interaction only for smaller temperatures. Nevertheless, the IHRG can not describe the dynamics at temperatures beyond $T \approx 160$ MeV, because it uses not the right degrees of freedom, however, both models work well in the region where we expect the hadronic phase.

We compare now the equation of state of the two parametrizations. Fig. 5.9 shows the equation of state for DD1 scaled by powers of the temperature. The lQCD equation of state is the same as before. We find an excellent agreement between the model and the data. The thermodynamic consistency of the approach ensures that we get the correct behavior in the pressure and the energy density once the entropy density is fixed. This is the same strategy that we used before in Sec. 3 for the DQPM. We found there that this may lead to some deviations in the interaction measure. This is not the case for the IHRG, which describes the whole equation of state within the error bars of the data, even
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Figure 5.9: The equation of state for the IHRG for the parameter set DD1 as a function of the temperature $T$. The additional interaction is carried by the nucleons. The green line shows the entropy density, the red line the energy density, the blue line the pressure and the orange line the interaction measure. All quantities are scaled by powers of the temperature. The results are within the error bars of the lQCD data in the whole temperature range shown. The lQCD results are taken from the Wuppertal-Budapest collaboration [90].

at larger temperatures where lQCD becomes more reliable and the error bars shrink. The first differences will appear only for $T > 200$ MeV. The interaction measure $I/T^4$ has its maximum around this temperature and will then start to decrease, but in the hadronic model it increases further. The IHRG equation of state will then exceed the lQCD data. One finds also small deviations at the lowest temperature of $T = 110$ MeV. This is surprising since lQCD calculations use the non-interacting HRG to fix their equation of state at low temperatures and integrate then over the scaled interaction measure to calculate the equation of state at higher temperatures, see Eq. (2.32). The lQCD results should therefore agree at low temperatures with our predictions. However, most lattice groups use the Boltzmann approximation when they employ the HRG and neglect the quantum statistics. This has only a small influence on the results since most hadron masses are larger than these temperatures, but in case of pions with a mass of $m_\pi = 138$ MeV $\approx T$, it leads to a deviation of roughly 10%. Since pions are the only essential contribution at low temperatures, this explains the deviations between the HRG and the lQCD results.

We show the equation of state for the interacting model with nucleons and $\Delta$-resonances in Fig. 5.10. As mentioned earlier DD1 and DD2 give the same results for tempera-
Figure 5.10: The equation of state for the IHRG for the parameter set DD2 as a function of the temperature $T$. The additional interaction is carried by the nucleons and the $\Delta$-resonances. The green line shows the entropy density, the red line the energy density, the blue line the pressure and the orange line the interaction measure. All quantities are scaled by powers of the temperature. The results are within the error bars of the lQCD data for $T < 160$ MeV. The lQCD results are taken from the Wuppertal-Budapest collaboration [90].

Below $T = 155$ MeV and the model reproduces the lQCD data within the error bars for all temperatures below $T = 160$ MeV, where we expect a dominantly hadronic system. At larger temperatures DD2 differs substantially from the lQCD results and rises too fast for $T > T_c$ as already seen in Fig. 5.8. One can improve the description at larger temperatures by using a different parametrization for the scalar selfinteraction and fix it also at larger temperatures. Note that we have fixed the interaction only up to $T = 160$ MeV. The excellent results from DD1 at larger temperatures come out as a surprise.

We have seen for the HRG that a reasonable equation of state can still give the wrong behavior in the speed of sound, cf. Sec. 5.1. We compare the speed of sound squared for the IHRG as a function of the temperature in Fig. 5.11 and show again the corresponding results from the non-interacting HRG and also the HRG with all hadrons listed by the Particle Data Group [291] with a mass below 2.0 GeV. We find that only DD1 describes the data properly. It reproduces the minimum at $T \approx 140$ MeV and is within the error bars up to $T = 170$ MeV. Nevertheless, it benefits from the huge error bars at low temperatures. The version DD2 can only describe the data up to $T = 150$ MeV; it has also a minimum in $c_s^2$, but at a too high temperature, which is also too deep. On the
Figure 5.11: The speed of sound squared $c_s^2$ for the IHRG as a function of the temperature for vanishing chemical potential. The blue line is the result with interacting nucleons, the red line with interacting nucleons and $\Delta$-resonances. The orange line shows $c_s^2$ for the non-interacting HRG with all the hadrons in the PHSD approach and the magenta line for all hadrons listed by the particle data group [291] with a mass below 2.0 GeV. The lQCD results are taken from the Wuppertal-Budapest collaboration [90].

On the other hand the non-interacting model is completely off the data and has also the wrong behavior. The other HRG version with much more particles gives a better description but only up to $T = 155$ MeV. From there on it has also the wrong trend. All models except for DD1 fail to describe the rise in the speed of sound at $T \approx 150 - 160$ MeV. For this it is necessary that the models reproduce not only the equation of state but also the inflection points of the scaled equation of state. One will always find a decreasing speed of sound if the pressure $P/T^4$ has an increasing slope. This is a problem in most hadronic models.

Both parametrizations of the IHRG can reproduce the lQCD equation of state in the hadronic regime $T < T_c$ at vanishing chemical potential. DD1 gives even a satisfying description of the speed of sound while DD2 has the wrong trend in $c_s^2$ since it does not describe the inflection point of the scaled equation of state. One can repeat the fitting procedure -described in this section- to obtain the scalar selfinteraction for a larger range in $\sigma$. The model will then automatically describe the inflection point and $c_s^2$. However, in the following we will keep DD2 as it is since the deviations appear only close to $T_c$ where one should consider also partonic degrees of freedom. With the scalar interaction defined we can now discuss the repulsive interaction. We fix it in the same way as the scalar interaction but we use the nuclear equation of state at $T = 0$ as input. In this
Figure 5.12: The effective mass \( m^*/m_0 \) as a function of the baryon density for zero temperature. The blue line follows from the parameter set DD1, the red line from the set DD2 and the green line for the set ML2. The point at \( \rho_B = \rho_0 \) is the quasi-empirical point derived from non-relativistic models.

limit the HRG contribution of the IHRG vanishes and it reduces to a normal (density-dependent) relativistic mean-field model.

The scalar interaction defines already the effective masses. Fig. 5.12 shows \( m^*/m_0 \) for \( T = 0 \) as a function of the nucleon density for the sets DD1 and DD2, where the scalar interaction is fixed by the lQCD equation of state, and for the parameter set ML2 discussed in Sec. 5.2, that is only valid for the nuclear equation of state. The point at \( \rho_B = \rho_0 \) is again the quasi-empirical point derived from non-relativistic models. Recall that the relativistic empirical point is at a slightly lower value compared to the non-relativistic one. The effective masses for DD1 and DD2 show not the usual behavior of a relativistic mean-field model, where the effective mass drops linearly as a function of the density for small \( \rho_B \). This is due to the small cubic and quartic corrections in \( U(\sigma) \) in the default mean-field models. If these corrections are small one finds an effective mass that decreases almost linearly with the scalar density which at small densities is equal to the nucleon density, \( \rho_s \approx \rho_B \). The sets DD1 and DD2 incorporate very large quartic couplings and show therefore a different behavior. However, such a behavior of the effective masses was also observed in a variational approach in Ref. [331] for finite but very small temperatures of \( T = 5 \) MeV. The results in Fig. 5.7 show the influence of additional interacting hadrons. In DD1 the nucleons carry the whole scalar interaction so the effective mass drops too fast and can not reproduce the quasiempirical point. This is resolved if the scalar interaction is carried by different baryons. In DD2 the in-


<table>
<thead>
<tr>
<th>Int. baryons</th>
<th>( A )</th>
<th>( B )</th>
<th>( C )</th>
<th>( D )</th>
<th>( E )</th>
<th>( F )</th>
</tr>
</thead>
<tbody>
<tr>
<td>DD1</td>
<td>( N )</td>
<td>45.59</td>
<td>3045</td>
<td>( 4.90 \cdot 10^7 )</td>
<td>( 1.40 \cdot 10^{10} )</td>
<td>( 6.21 \cdot 10^7 )</td>
</tr>
<tr>
<td>DD2</td>
<td>( N + \Delta )</td>
<td>33.44</td>
<td>50231</td>
<td>( 1.99 \cdot 10^7 )</td>
<td>( -2.75 \cdot 10^9 )</td>
<td>( 1.18 \cdot 10^8 )</td>
</tr>
</tbody>
</table>

Table 5.4: Parameters for the vector interaction in the IHRG at vanishing temperature. All parameters are in units of GeV.

The effective mass at \( T = 0 \) defines the selfinteraction \( U(\sigma) \), the scalar selfenergy \( \Sigma_s \) and the non-interacting part \( E_0 \) of the energy density of the relativistic mean-field model \( (A.113) \). The remaining contributions depend on the repulsive interaction that we determine in the following way. We omit the selfinteractions in the \( \omega \)-field and keep only the mass term, \( O(\omega) = \frac{1}{2} m_\omega^2 \omega^2 \). Instead we describe the repulsive interaction with a density-dependent vector coupling, that depends on the net-baryon density, \( \Gamma_\omega(\rho_B) \).

It is important for the consistency of the model that \( \rho_B \) contains only the interacting baryons and not the whole baryon density of the IHRG, however, this is naturally the case for the nuclear equation of state. The coupling can not depend on the scalar density, since this would lead to a scalar rearrangement selfenergy that alters the effective mass and therefore the equation of state at finite temperatures and vanishing chemical potentials. The selfconsistent equations for the \( \omega \)-field \( (5.18), (5.29) \) and \( (5.39) \) become now \( m_\omega^2 \omega = \Gamma_\omega(\rho_B) \rho_B \). We use this to rewrite the equation for the energy density \( (A.113) \),

\[
E(T, \mu_B) - E_0(T, \mu^*, m^*) - U(\sigma) = -O(\omega) + \Sigma^{0(0)} \rho_B = \frac{1}{2} m_\omega^2 \Gamma_\omega(\rho_B)^2 \rho_B^2.
\] (5.42)

The left side of the equation is determined by the scalar interaction and the equation of state one wishes to reproduce; the right side is determined by the repulsive interaction. We decided in Sec. \( 5.2 \) to adopt the equation of state from the parameter set ML2 as our nuclear equation of state for the IHRG. Note that we describe the equation of state at \( T = 0 \) as a canonical system where the density is a natural variable and the chemical potential follows as a derivative of the thermodynamic potential. The equation \( (5.42) \) is then a function of only the density, so it determines the vector coupling as a function of \( \rho_B \),

\[
\Gamma_\omega(\rho_B) = \sqrt{2} \frac{m_\omega}{\rho_B} \sqrt{E_{ML2}(\rho_B) - E_0(\rho_B, m^*) - U(\sigma)}.
\] (5.43)

The repulsive interaction is actually determined by the ratio \( \Gamma_\omega/m_\omega \). This is similar to the scalar interaction where we fixed \( m_\sigma \) to its physical value. We do the same here...
and fix $m_\omega = 783$ MeV. We mentioned already that we use the energy density from the ML2 parameter set, but one can use this procedure to adopt to any possible equation of state. One could directly use Eq. (5.43) in the calculations, but we will fit the function with the ansatz

$$\Gamma_\omega(\rho_B) = \tilde{A} \cdot \frac{1 + \tilde{B}|\rho_B| + \tilde{C}|\rho_B|^2 + \tilde{D}|\rho_B|^3}{1 + \tilde{B}|\rho_B| + \tilde{E}|\rho_B|^2 + \tilde{F}|\rho_B|^3}. \quad (5.44)$$

This function is similar to the ansatz used in Refs. [304, 305] to fit the density-dependence of Dirac-Brueckner calculations, but there are also some important differences. The model in Refs. [304, 305] was only applied to nuclear matter and finite nuclei, i.e. to $T = 0$, but we want to apply our model also to finite temperatures and vanishing chemical potential. It is therefore mandatory that the coupling is an even function of the density. This is guaranteed by the absolute values of the density that lead to $\Gamma_\omega(\rho_B) = \Gamma_\omega(-\rho_B)$, but the function has to be continuously differentiable at $\rho_B = 0$. We ensure this by taking the same linear coefficient in the numerator and denominator of Eq. (5.44). We therefore extend the polynomials in the function to the third order to compensate the lost coefficient in the linear term. The coefficients for the fit are summarized in Tab. 5.4. We show the results of the fits in Fig. 5.13. It may not be possible to see by eye, but both functions fulfill the condition $\Gamma'_\omega(\rho_B = 0) = 0$. The differences in the parametrizations do not follow from the appearance of $\Delta$’s but only from the different scalar interactions. Since DD1 has a stronger scalar, i.e. attractive interaction, it needs a stronger repulsive interaction to balance it.
Figure 5.14: The binding energy per nucleon $E_B/A$ as a function of the nucleon density $\rho_B$ for $T = 0$. The dotted black line is taken from Weber et al. [293] and is the benchmark for our nuclear equation of state. It is fitted with the parameter set ML2 shown by the dash-dotted red line. The green dashed line is the result for the parameter set DD1 and the blue short dashed line for the set DD2. The left panel shows the binding energy for a large range in the density from the vacuum up to $3.5\rho_0$ while the right panel focuses on the density region around the saturation density $\rho_0 \approx 0.16 \text{ fm}^{-3}$.

We can now calculate the nuclear equation of state of the IHRG to check the quality of the fit (5.44). The binding energy per nucleon $E_B/A$ is shown in Fig. 5.14 in comparison to the result from Weber et al. [293], that we used as benchmark for the nuclear equation of state, and the result from the parameter set ML2 that is designed to reproduce this binding energy. The left panel shows the whole density region up to $\rho_B = 0.6 \text{ fm}^{-3}$, the right panel zooms into the region close to the saturation density. All four lines are approximately on top of each other up to $\rho_B = 3\rho_0$, the vector coupling can successfully reproduce the binding energy. Both DD1 and DD2 give nuclear binding energies in the range of $E_B = -16$ to $-17 \text{ MeV}$ and a saturation density of $\rho_0 = 0.168 \text{ fm}^{-3}$ for DD1 and $\rho_0 = 0.161 \text{ fm}^{-3}$ for DD2. There are, however, some odd behaviors at very small densities. DD1 has a very small peak and DD2 exhibits a second minimum at $\rho_B = 0.012 \text{ fm}^{-3}$, but it is higher than the global minimum at the saturation density implying that it describes just a metastable state. These deviations appear also in conventional relativistic mean-field models, but at the smallest densities. They occur due to the singular behavior of the binding energy per nucleon $E_B/A = E/\rho_B - m_N$, if the energy density differs from the form $E \approx m_N \cdot \rho_B$ at small densities. In case of the IHRG they result from the condition $\Gamma'_{\omega}(\rho_B = 0) = 0$ that constrains the functional form of $\Gamma_{\omega}(\rho_B)$.

We now have completely defined the IHRG with the scalar interaction given by the parameters in Tab. 5.3 and the vector interaction with the function (5.44) and the parameters in Tab. 5.4. The equation of state for finite temperatures and vanishing chemical potential reproduces the lQCD equation of state and at vanishing temperature and finite density it reproduces the nuclear equation of state from Weber et al. [293].
We have done this by describing the scalar interaction with selfinteraction terms for the \( \sigma \)-meson and the vector interaction with a density-dependent coupling. This, however, is not unique. The equation of state at finite \( T \) and vanishing chemical potential is contained in the effective mass, more precisely in the function \( m^*(\rho_s) \), and the nuclear equation of state, for a given scalar interaction, is contained in the effective chemical potential, i.e. in the function \( \mu^*(\rho_B) \). We could also describe the scalar interaction with a density-dependent coupling \( \Gamma_\sigma(\rho_s) \) and without \( \sigma \)-selfinteractions in \( U(\sigma) \), i.e. \( B = C = 0 \). If it leads to the same effective mass \( m^* \), it will also give the same equation of state. A possible choice is the function

\[
\Gamma_\sigma(\rho_s) = \hat{A} + \hat{B}\rho_s + \hat{C}\rho_s^2 + \hat{D}\rho_s^3
\]

with the parameters in units of GeV given in Tab. 5.5. The scalar selfinteraction is then the mass term \( U(\sigma) = \frac{1}{2}m_\sigma^2\sigma^2 \) with \( m_\sigma = 550 \) MeV. The \( \sigma \)-selfinteractions are therefore just hidden scalar-density-dependent couplings \( \Gamma_\sigma(\rho_s) \). It is also possible to describe the vector interaction through a more complex \( \omega \)-self-interaction \( O(\omega) \) and a constant vector coupling \( g_\omega \). The vector rearrangement selfenergy then is zero and one can fix the selfinteraction in the same way as we did with the density-dependent coupling. One can rewrite the equations for the pressure (A.115) and the energy density (A.113) for a given scalar interaction and gets

\[
O(\omega) = P - P_0(T, \mu^*, m^*) + U(\sigma) + \Sigma^{s(\rho_s)}(\rho_s), \quad (5.46)
\]

\[
g_{\omega\omega} = (P + E - P_0(T, \mu^*, m^*) - E_0(T, \mu^*, m^*)) / \rho_B, \quad (5.47)
\]

where \( E \) and \( P \) are the energy density and the pressure for the equation of state one wishes to reproduce. The value of \( g_\omega \) is arbitrary. Eqs. (5.46) and (5.47) will give the same nuclear equation of state as the density-dependent vector coupling defined by Eq. (5.43). It was already observed when \( \omega \)-selfinteractions beyond the mass term were first introduced in Ref. [298], that the effects are similar to Dirac-Brueckner calculations. Higher order \( \omega \)-selfinteractions are just a different way to express density-dependent vector couplings \( \Gamma_\omega(\rho_B) \). This justifies mesonic selfinteractions, since density-dependent effective couplings are a standard result from Dirac-Brueckner calculations [313].

We controlled the extension of the model towards finite chemical potential with the nuclear equation of state. This is a different strategy compared to the DQPM* where we used the susceptibilities. The susceptibilities of the IHRG model are the sum of the

<table>
<thead>
<tr>
<th>( \hat{A} )</th>
<th>( \hat{B} )</th>
<th>( \hat{C} )</th>
<th>( \hat{D} )</th>
<th>( \hat{E} )</th>
<th>( \hat{F} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>33.93</td>
<td>18535</td>
<td>4.49 \times 10^7</td>
<td>6.80 \times 10^9</td>
<td>8.97 \times 10^7</td>
<td>3.90 \times 10^{10}</td>
</tr>
</tbody>
</table>

Table 5.5: Parameters for \( \Gamma_\sigma(\rho_s) \) that reproduce the lQCD equation of state at vanishing chemical potential. All parameters are in units of GeV.
non-interacting and the interacting susceptibilities

\[ \chi_B = \chi_{B,0}^{RMF} + \sum_X \chi_{X,0}^{B} \]

(5.48)

the summation runs over all hadrons that are taken as non-interacting. The susceptibility of the interacting part reads,

\[ \chi_{RMF}^{B} = \frac{\partial n_{RMF}^{B}}{\partial \mu_B} = \frac{\partial \rho_{B}}{\partial \mu^* \partial \mu_B} = \chi_{B} \cdot \left( 1 - \frac{\partial \Sigma^0}{\partial \mu_B} \right) \]

(5.49)

where \( \chi_B \) is the susceptibility for a system without vector repulsion given by the non-interacting susceptibilities (3.33), but with the effective masses \( m^* \). It incorporates only the effects of the scalar interaction, the repulsive interaction is considered by the correction factor \( (1 - \partial \Sigma^0/\partial \mu_B) \). The formula is only valid at vanishing chemical potential because it neglects additional correction terms at finite \( \mu_B \) that originate from the \( \mu_B \)-dependence of the effective masses. These contributions vanish at \( \mu_B = 0 \), since \( \partial m^*/\partial \mu_B|_{\mu_B=0} = 0 \).

In the following we will describe the vector interaction through \( \omega \)-selfinteractions \( O(\omega) \) and a constant coupling \( g_{\omega} \). The vector selfenergy becomes \( \Sigma^0 = g_{\omega} \omega \) and the correction factor reads \( (1 - g_{\omega} \partial \omega/\partial \mu_B) \). We determine the derivative by taking the derivative of the selfconsistent equation (5.39),

\[ \frac{\partial}{\partial \mu_B} \left( \frac{\partial O}{\partial \omega} \right) = \frac{\partial^2 O}{\partial \omega^2} \frac{\partial \omega}{\partial \mu_B} = \frac{\partial}{\partial \mu_B} \left( g_{\omega} \rho_B \right) = g_{\omega} \chi_{RMF}^{B}. \]

(5.50)

The interacting susceptibility follows then from the relation

\[ \chi_{RMF}^{B} = \tilde{\chi}_B \cdot \left( 1 - \frac{g_{\omega}^2}{\partial^2 O/\partial \omega^2|_{\omega=0}} \chi_{RMF}^{B} \right) \]

(5.51)

Solving the equation for \( \chi_{RMF}^{B} \) and replacing the selfinteraction \( O(\omega) \) with \( O(g_{\omega} \omega) \) leads to the interacting susceptibility

\[ \chi_{RMF}^{B} = \frac{\tilde{\chi}_B}{1 + \tilde{\chi}_B \cdot \left( O''(g_{\omega} \omega)\right)_{\omega=0} \chi_{RMF}^{B}}. \]

(5.52)

This equation shows another way to constrain the vector repulsion for a fixed scalar interaction using lQCD predictions for the susceptibilities. The scalar interaction will increase \( \chi_B \) compared to a non-interacting system and the vector interaction will suppress it. Both interactions have to be balanced to get a good description of the data. Fig. 5.15 shows \( \chi_B/T^2 \) for the parameter set DD1 in comparison to the lQCD data from the Wuppertal-Budapest collaboration from Ref. [135], that we used in Sec. 3.2 to determine the parameters for the DQPM*, and the susceptibility for the set DD1 without the suppression effect of the repulsive interaction. We find that our interacting model can not describe the data. The pure scalar interaction overshoots the lQCD result, but the combination of both interactions underestimates it. The repulsive interaction is even so...
strong that the result for $\chi_B$ is below the non-interacting HRG. We have used the lQCD data to adjust the vector interaction at small densities and found the best results for $\partial^2 O/\partial (g_\omega \omega)^2 \big|_{\omega=0} = 0.0012 \text{ GeV}^2$, shown by the blue solid line in Fig. [5.15]. This ansatz is within the error bars of the data for all temperatures $T < 155 \text{ MeV}$, but too small at higher temperatures. We have tried to combine the information from the susceptibilities with the nuclear equation of state and model the selfinteraction $O(g_\omega \omega)$ to reproduce both quantities, but unfortunately this is not possible in the current approach. The reason can be best explained by the first derivative of the selfinteraction $O(g_\omega \omega)$. We show in Fig. [5.16] $O'(g_\omega \omega)$ as a function of $g_\omega \omega$. The solid line is the selfinteraction necessary to describe the nuclear equation of state and the dashed line the functional $O'(g_\omega \omega) = 0.0012 g_\omega \omega$, that gives the best result for the susceptibilities. The saturation density $\rho_0 \approx 0.16 \text{ fm}^{-3}$ is reached for $g_\omega \omega \approx 0.5 \text{ GeV}$, which is slightly above the $g_\omega \omega$, where $O'(g_\omega \omega)$ for the nuclear equation of state exceeds the function $0.0012 g_\omega \omega$. The strong rise at small $\omega$, fixed by the susceptibilities, represents a small repulsive interaction, however, this repulsion is too weak to compensate the scalar attraction at small densities and will generate a very deep minimum in the binding energy at small densities $\rho_B \ll \rho_0$. We would still find $E_B/A(\rho_0 = 0.16 \text{ fm}^{-3}) = -16 \text{ MeV}$, but it will not correspond to a minimum. It is necessary that the repulsion is strong at small
Figure 5.16: The derivative \( \partial O(g_{\omega\omega})/\partial (g_{\omega\omega}) \) of the selfinteraction of the \( \omega \)-meson. The full line shows the result for the interaction needed to reproduce the nuclear equation of state for the parameter set ML2, the dashed line is for \( O(g_{\omega\omega}) = 0.0006 \ (g_{\omega\omega})^2 \). The arrow indicates the value of \( g_{\omega\omega} \) at the saturation density \( \rho_0 \).

densities to assure the right minimum in the binding energy, but this is incompatible with the susceptibilities. The only way to achieve both is to decrease \( O'(g_{\omega\omega}) \) after the initial rise, but this introduces an unphysical critical behavior since \( O'(g_{\omega\omega}) \) would not be continuously rising. We will therefore keep \( O(g_{\omega\omega}) \) fixed to the nuclear equation of state. The susceptibilities and the baryon density at larger temperatures and small chemical potentials may be too small, but the description for large chemical potentials and small temperatures is consistent with nuclear matter. This region of the phase diagram is more important for hadronic matter, while the former region is probed by partonic matter \[321\]. However, if one wants to investigate the region of small chemical potential with the IHRG, one should use the function \( O(g_{\omega\omega}) = 0.0006 \ (g_{\omega\omega})^2 \) for the repulsive interaction. This is sufficient for \( \mu_B/T < 2 \).

We did not show the susceptibility for the set DD2 where we included the \( \Delta \)-resonances in the interaction. The reason is that the vector interaction is still too strong. The inclusion of the \( \Delta \)'s leads to a decrease of the scalar interaction, but the necessary repulsive interaction remains strong enough to completely suppress the contribution from both, nucleons and \( \Delta \)'s. The resulting susceptibility is even below the result for DD1.
5.4 Chiral condensate

The IHRG is, similar to the DQPM or DQPM*, a model that describes the equation of state for QCD matter, but can not resolve the complex phase structure of the QCD phase diagram. This can only be done if one has access to the Polyakov loop for confinement/deconfinement and the chiral condensate for chiral symmetry restoration. Both models can never describe the confinement/deconfinement transition, since the fundamental degrees of freedom are fixed to partons for the DQPM and hadrons for the IHRG. However, it is possible to connect the IHRG to the chiral condensate using low-energy theorems of QCD. We consider here only the light quark condensate \( \langle \bar{q}q \rangle = \langle \bar{u}u \rangle + \langle \bar{d}d \rangle \) and neglect the strange quark condensate \( \langle \bar{s}s \rangle \). Using the Hellmann-Feynman theorem \[ 332, 333 \],

\[
\frac{dE(\lambda)}{d\lambda} = \langle \psi_\lambda | \frac{\partial H(\lambda)}{\partial \lambda} | \psi_\lambda \rangle, \tag{5.53}
\]

one can derive an equation for the low temperature and low density behavior of the chiral condensate \[ 334, 335 \],

\[
\frac{\langle \bar{q}q \rangle}{\langle \bar{q}q \rangle_0} = 1 - \frac{\sigma_{\pi N}}{f_\pi^2 m_\pi^2} \rho_s^N. \tag{5.54}
\]

In (5.54) \( \rho_s^N \) is the scalar density of the nucleons, \( m_\pi = 138 \text{ MeV} \) the pion mass, \( f_\pi = 92.4 \text{ MeV} \) the pion decay constant \[ 11 \] and \( \sigma_{\pi N} \) the pion-nucleon \( \sigma \)-term. The chiral condensate will drop with the scalar density, but the strength is determined by the hadronic low-energy constants \( m_\pi, f_\pi \) and \( \sigma_{\pi N} \). The value of the pion mass is known with high precision and also the value of the pion decay constant is determined with high accuracy from semileptonic pion decays. Unfortunately, this is not the case for \( \sigma_{\pi N} \). The constant is related to the nucleon mass,

\[
\sigma_{\pi N} = m \frac{\partial m_N(m)}{\partial m} \bigg|_{m=m_q}, \tag{5.55}
\]

and measures the amount of mass, that originates from the explicit chiral symmetry breaking through the finite quark masses \( m_q \). We choose \( \sigma_{\pi N} = 45 \text{ MeV} \) which is roughly speaking the world average, see Appendix \[ A.10 \].

The relation (5.54) is only applicable to nuclear matter \( (T = 0) \) where the system consists out of nucleons. We have to extend it to include additional hadrons if we want to employ the relation also at finite temperatures. The first generalization of Eq. (5.54) was given in Ref. \[ 330 \], where it was used to study the evolution of the chiral condensate in heavy-ion collisions. The generalized formula reads

\[
\frac{\langle \bar{q}q \rangle}{\langle \bar{q}q \rangle_0} = 1 - \frac{1}{f_\pi^2 m_\pi^2} \sum_h \sigma_h \rho_s^h, \tag{5.56}
\]

\[ 11 \] The definition of \( f_\pi \) is not unique. Some authors use an additional factor of \( \sqrt{2} \). The Particle Data Group for example gives a value of \( f_\pi = 127.13 \text{ MeV} \) \[ 260 \], using this additional factor.
where $\rho_h^s$ is the scalar density and $\sigma_h$ the $\sigma$-commutator of the hadron species $h$. The relations (5.54) and (5.56) are model independent and only valid for dilute systems with negligible interactions. But, as argued in Ref. [335], possible extensions are model dependent. To avoid this we will use the relations without further corrections even close to the phase boundary, where we expect strong interactions.

We will now demonstrate that Eq. (5.54) and (5.56) are consistent with the definition of the chiral condensate given by Eq. (A.62) in Appendix A.5. We will assume a hadronic system consisting of nucleons and pions. The definition of the chiral condensate is

$$\langle \bar qq \rangle = \langle \bar qq \rangle_0 - \frac{\partial P}{\partial m_q} \frac{\partial m^2_\pi}{\partial m_q} - \frac{\partial P}{\partial m} \frac{\partial m^2_\pi}{\partial m}.$$  \hspace{1cm} (5.57)

The pressure $P$ corresponds only to the thermal part, the vacuum contribution gives rise to the vacuum condensate $\langle \bar qq \rangle_0$. We can evaluate the derivatives of the hadron masses with respect to the bare quark masses with the Gell-Mann-Oakes-Renner relation (5.58)

$$m^2_\pi f^2_\pi = -\frac{1}{2} (m_u + m_d) \langle \bar qq \rangle$$ \hspace{1cm} (5.58)

and the definition of $\sigma_{\pi N}$ (5.55). This leads to the relation

$$\frac{\langle \bar qq \rangle}{\langle \bar qq \rangle_0} = 1 - \frac{1}{\langle \bar qq \rangle_0} \left( \frac{\partial m^2_\pi}{\partial m_q} \frac{\partial P}{\partial m_q} + \frac{\partial m^2_\pi}{\partial m} \frac{\partial P}{\partial m} \right)$$

$$= 1 + \frac{1}{f^2_\pi} \left( \frac{\partial P}{\partial m^2_\pi} + \frac{\sigma_{\pi N}}{m^2_\pi} \frac{\partial P}{\partial m} \right)$$ \hspace{1cm} (5.59)

$$= 1 - \frac{1}{2f^2_\pi m_N} \rho_s^N - \frac{\sigma_{\pi N}}{m^2_\pi f^2_\pi} \rho_N^N,$$

which is equivalent to Eq. (5.56) for a system of pions and nucleons. The pion $\sigma$-commutator follows from the Gell-Mann-Oakes-Renner relation (5.58) leading to $\sigma_\pi = m_\pi/2$. The vacuum condensate follows also from Eq. (5.58) and is (for a light quark mass of $m_q = 7$ MeV) equal to $\langle \bar qq \rangle_0 = -3.2$ fm$^{-3}$. If one wants to generalize the formula to arbitrary hadrons, one has to know the corresponding $\sigma$-commutators. In Ref. [336] the commutator for arbitrary baryons was taken as

$$\sigma_h = \frac{Q_i}{Q_N} \sigma_{\pi N},$$ \hspace{1cm} (5.60)

where $Q_i$ is the light-quark content of the baryon. This gives $\sigma_{\Lambda, \Sigma} = 30$ MeV and $\sigma_{\Xi} = 15$ MeV for the $\Lambda$, $\Sigma$ and $\Xi$-commutator. The value for kaons, following the same logic, is $\sigma_K = \sigma_\pi/2 = m_\pi/4$.

Eqs. (5.54) and (5.56) may be model independent, but the scalar density is not an observable. This is unproblematic in nuclear matter where at low densities the scalar and the baryon density are equal and the chiral condensate is then controlled by the baryon density,

$$\frac{\langle \bar qq \rangle}{\langle \bar qq \rangle_0} \approx 1 - \frac{\sigma_{\pi N}}{m^2_\pi f^2_\pi} \rho_B^N.$$ \hspace{1cm} (5.61)
This relation was used in Ref. [336] to access the condensate in a completely model independent way in heavy-ion collisions, but the approximation can only be used in low-energy collisions. Heavy-ion collisions at RHIC or LHC create a very hot medium with an almost vanishing baryon density but large energy densities and the experiments at FAIR and NICA aim for the creation of a very dense medium that exceeds the validity of the low density approximation $\rho_s \approx \rho_B$. If one wants to determine the condensate in such a collision one has to determine the local scalar density. This can be done by means of relativistic mean-field theories as discussed in Refs. [147, 321]. Inserting the selfconsistent equation for the $\sigma$-field (A.94) into the relation for the chiral condensate (5.54) relates the condensate to the scalar interaction of the model,

$$\langle \bar{q}q \rangle = 1 - \frac{\sigma_{\pi N}}{m^2 f_\pi^2} \frac{1}{2} \frac{\partial U}{\partial \sigma}.$$

(5.62)

This procedure introduces a model dependence, but it will give access to the chiral condensate also in hot systems with vanishing net-baryon density and in heavy-ion collisions at higher energies.

We calculate the condensate with Eq. (5.62) for the parameter sets DD1, DD2 and ML2. These three parametrizations have all the same binding energy per nucleon, see Fig. 5.14, but use different scalar interactions $U(\sigma)$. We show the normalized condensate $\langle \bar{q}q \rangle / \langle \bar{q}q \rangle_0$ calculated for the nuclear equation of state in Fig. 5.17. We show also the condensate for the parameter sets NL1 and NL3, that have been used in Ref. [321] to investigate the influence of the equation of state on the restoration of chiral symmetry. All five models have the same behavior at small densities $\rho_B < 0.1 \text{ fm}^{-3}$, which is due to the model independent low-density relation (5.61). The condensate for DD1 differs already at $\rho_B \approx 2/3 \rho_0$ from this approximation, the other parametrizations fulfill it up to $\rho_B \approx 2\rho_0$. The set DD1 has the strongest scalar interaction and therefore the largest condensate. This may seem counter intuitive, but a stronger scalar interaction leads to a smaller effective mass $m^*$. This translates into a smaller scalar density and therefore to a larger condensate $\langle \bar{q}q \rangle / \langle \bar{q}q \rangle_0$. The condensate for DD2 is similar to the one for NL1, which has the weakest scalar interaction of the parameter sets shown and therefore the smallest condensate. The condensates for ML2 and NL3 are slightly larger than for DD2 and almost identical. This is expected since they have also similar effective masses as shown in Fig. 5.6. Relation (5.62) is also valid at finite temperature. We use the IHRG and calculate the scalar condensate for finite temperature and vanishing chemical potential. Fig. 5.18 shows the normalized condensate $\langle \bar{q}q \rangle / \langle \bar{q}q \rangle_0$ as a function of the temperature. The black dotted line is the contribution from non-interacting pions, which is a continuously decreasing function. It illustrates the contribution from any non-interacting hadron, since $\rho_s$ is a continuously increasing function with temperature for constant masses. The pions are especially important since they give the dominant contribution at low temperatures where the interacting baryons give no contribution at all. This is due to the behavior of the effective masses, shown in Fig. 5.7. The normal baryon masses are too heavy which changes only at $T \approx 120 \text{ MeV}$ where the scalar interaction starts to affect the masses and decreases them. The scalar densities will then increase and therefore also the contribution of the baryons to the chiral condensate. If
one compares the results from DD1 and DD2 one should add the contribution from non-interacting \( \Delta \)'s in the set DD1 to get a reasonable comparison using the same degrees of freedom. However, the large \( \Delta \)-mass suppresses the scalar density and the effect of the non-interacting \( \Delta \)'s becomes only visible for \( T > 160 \text{ MeV} \) and can be neglected. We find then the same condensate for both sets up to temperatures of \( T \approx 160 \text{ MeV} \), which is the temperature range where we controlled the scalar interaction. At larger temperatures the normalized condensate for the set DD2 will drop much faster as for DD1 and will even become negative at \( T \approx 180 \text{ GeV} \)\(^{12}\). This happens also for the set DD1, but at much larger temperatures, and even in nuclear matter at very large densities. The reason is that there is no mechanism that controls \( \langle \bar{q}q \rangle / \langle \bar{q}q \rangle_0 \) and keeps it positive. However, this effect occurs only at temperatures where we expect a partonic system rather than a hadronic and it is questionable if we can still apply the low-energy relations that we used to access the condensate.

We compare the normalized condensate also to lattice results from the Wuppertal-Budapest collaboration taken from Ref. [38]. The lattice results show not the normalized condensate \( \langle \bar{q}q \rangle / \langle \bar{q}q \rangle_0 \) is negative and will become positive at this temperature.

\(^{12}\)The actual condensate \( \langle \bar{q}q \rangle \) is negative and will become positive at this temperature.
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Figure 5.18: The normalized chiral condensate $\langle \bar{q}q \rangle / \langle \bar{q}q \rangle_0$ as a function of the temperature for vanishing chemical potential. The dotted black line shows the reduction of the condensate through non-interacting pions, the full blue line the reduction from the interacting nucleons and the full red line the sum of both contributions. The dash-dotted magenta line is the reduction from interacting nucleons and $\Delta$-resonances and the dash-dotted green line from free pions, interacting nucleons and interacting $\Delta$-resonances. The full lines are calculated with the parameter set DD1 and the dash-dotted lines with the set DD2. The black dots show the regularized condensate $\langle \bar{u}u \rangle - \mu_u m_u \langle \bar{s}s \rangle / \langle \bar{u}u \rangle_0 - \mu_s m_s \langle \bar{s}s \rangle_0$ from the Wuppertal-Budapest collaboration [38].

The strange quark condensate has to be subtracted to regularize the expression, see Sec. 4.4, but is suppressed by the factor $m_u m_s \approx \frac{1}{27}$ and gives only a small correction to the actual normalized condensate $\langle \bar{q}q \rangle / \langle \bar{q}q \rangle_0$. We find a similar qualitative behavior of both approaches, but the lQCD condensate decreases faster than the IHRG condensate. This is due to the other hadrons in the system that start to give noticeable contributions only near the phase transition, but were neglected in the IHRG condensate. We could include these hadrons but we stress again that the low-energy theorems used to access the condensate are not valid in the vicinity of the phase transition that takes place at $T_c \approx 155 - 160$ MeV for small $\mu_B$. 

\[ \Delta_{u,s} = \frac{\langle \bar{u}u \rangle - \mu_u m_u \langle \bar{s}s \rangle}{\langle \bar{u}u \rangle_0 - \mu_u m_u \langle \bar{s}s \rangle_0}. \]
5.5 Probing the chiral condensate in relativistic heavy-ion collisions

The chiral condensate is, unfortunately, not an observable. This makes it a challenging task to observe the effects of chiral symmetry restoration in an experiment. A possible signal is the effect on the spectral function of hadrons and their chiral partners, who should become equal if the symmetry is restored \[51, 113, 338, 339\]. Especially the \( \rho^- \) meson would be very important in this context \[114, 115\] since the neutral \( \rho^0 \) can decay into an \( e^+e^- \) pair which leaves the hot and dense medium undisturbed. This makes it possible to measure the in-medium spectral function and any changes compared to the vacuum \[340\], but unfortunately one was not able to detect any effect of chiral symmetry restoration. The \( \rho^- \) spectral function becomes broader, but this can be explained by in-medium effects \[341, 342, 343\]. A clear experimental signal of chiral symmetry restoration is still not discovered in dilepton spectra.

Another effect of the chiral condensate is its influence on the quarks. The chiral condensate determines in first order the effective quark masses,

\[
m^*_q = m_q + (M_q - m_q) \frac{\langle \bar{q}q \rangle}{\langle \bar{q}q \rangle_0},
\]

\[
m^*_s = m_s + (M_s - m_s) \frac{\langle \bar{q}q \rangle}{\langle \bar{q}q \rangle_0}.
\]

This formula is similar to the effective masses in the NJL model, compare Eq. (4.3). The quark masses in the vacuum are equal to the constituent quark masses \( M_q \approx 350 \) MeV and \( M_s \approx 500 \) MeV and will decrease with the scalar condensate. For restored chiral symmetry, i.e. \( \langle \bar{q}q \rangle \approx 0 \), one recovers the current quark masses \( m_q \approx 7 \) MeV and \( m_s \approx 100 \) MeV.

It has been argued in Refs. \[147, 321\] that these medium-modified effective quark masses will alter the production probability of \( s\bar{s} \) pairs from string breaking events and modify the hadron chemistry in a heavy-ion collision.

A string is an excited color-singlet state that is created in high-energy collisions between hadrons or in \( e^+e^- \) collision. Most of the initial scatterings in a heavy-ion collision will form such strings. This state consists of a color and an anticolor charge that interact via the color fields consisting of gluons which get pulled together through the gluonic selfinteractions. The field lines form a string that contains vacuum fluctuations and this can create and annihilate quark-antiquark pairs. If the energy is large enough, a real \( q\bar{q} \) pair can be formed in a tunneling process, which will break the string into two parts with the newly formed \( q\bar{q} \) pair at the ends of the new strings, see Fig. 5.19 for an illustration. This fragmentation will continue until the stored energy can not excite another \( q\bar{q} \) pair. The string has then decayed into hadrons.

The \( q\bar{q} \) pair created in a specific string breaking event can either be a pair of light quarks or a \( s\bar{s} \) pair \[13\]. The creation of the heavier \( s\bar{s} \) pair is suppressed by the factor \( \gamma_s \), that

\[\text{At higher energies one has to include even charm and bottom quarks.}\]
can be calculated from the Schwinger mechanism \[341\],

\[
\frac{P(s \bar{s})}{P(u \bar{u})} = \frac{P(s \bar{s})}{P(d \bar{d})} = \gamma_s = \exp \left( -\frac{\pi m_s^2 - m_{u,d}^2}{2\kappa} \right). \tag{5.66}
\]

The formula depends only on the string tension $\kappa \approx 0.176 \text{ GeV}^2 \approx 0.9 \text{ GeV/fm}$ and the effective quark masses. One finds, with the constituent quark masses $M_q$ and $M_s$, a suppression factor of $\gamma_s \approx 0.3$ in the vacuum. This string fragmentation is the basis of the phenomenological LUND string model \[345\], which leads to a good description of the particle production in elementary high-energy collisions. This fragmentation is implemented in various event generators, most famous is the PYTHIA event generator \[346\].

The ansatz proposed in Refs. \[147, 321\] modifies the suppression factor inside the medium by replacing the constituent quark masses with the effective quark masses from Eq. (5.64) and (5.65). The suppression factor depends then, via the chiral condensate, on the medium. We have derived in the last section 5.4 several relations for the condensate. Especially important was Eq. (5.62), which relates the condensate to the scalar interaction of relativistic mean-field theories and enables the calculation of the condensate also for the extreme conditions in a heavy-ion collision. We have already discussed the condensate for finite temperature and chemical potential and will now use these results to determine the suppression factor. Fig. 5.20 shows $\gamma_s$ in nuclear matter as a function of the energy density, the largest corresponds to $\rho_B \approx 3\rho_0$. The suppression factor shows a strong rise for all five parameter sets and has already increased up to $\gamma_s \approx 0.5$ at normal nuclear density. NL1 gives the largest suppression factor with $\gamma_s \approx 0.9$ for $\rho_B = 3\rho_0$ and DD1 the smallest with $\gamma_s \approx 0.6$. A stronger scalar interaction corresponds to a smaller $\gamma_s$. In the limit of a scalar interaction with infinite strength, one would find a constant $\gamma_s$, as assumed in the LUND string model. The results imply that the suppression factor will increase when the system becomes denser and/or hotter. This will affect the number of $s \bar{s}$ pairs created in the string fragmentation and enhance the production of strange hadrons in the hot and dense medium inside a heavy-ion collision.

Figure 5.19: Illustration of a string breaking event. While the original $q \bar{q}$ pair moves apart from each other, an additional $q \bar{q}$ pair emerges from the vacuum breaking the original string into two new strings.
Figure 5.20: The strangeness suppression factor $\gamma_s$ in nuclear matter as a function of the energy density. The full blue line shows $\gamma_s$ for the parameter set DD1, the full red line for the set DD2. The green dash-dotted line is the result for the set ML2. The black dotted line is the condensate for the set NL1 and the magenta dashed line for the set NL3.

The rise of the suppression factor at already normal nuclear density suggests a sizable effect on the number of strange particles, which is an observable that can be measured in experiment. The discussed approach converts the effects of chiral symmetry restoration into an observable quantity.

The real influence of the medium-modified strangeness suppression factor can only be determined in heavy-ion simulations. We use the Parton-Hadron-String Dynamics approach (PHSD) for the simulations. PHSD is a microscopic covariant transport approach [144, 145], that is based on the Kadanoff-Baym equations going beyond the common Boltzmann transport description and allowing for off-shell transport [30]. The string fragmentation in PHSD is described by the FRITIOF event generator [347], that is also based on the LUND string model but is tuned towards energetic hadronic collisions [348]. We determine the local value of the scalar condensate and $\gamma_s$ inside the collision and use them in the string fragmentation routines. This is done on a grid where we divide the volume into small cells and solve the selfconsistent equation for the $\sigma$-field (5.38) inside each of these cells. We refer to Ref. [147] for further details about the implementation of the approach and the simulations.

PHSD is a unique transport model that treats hadronic and partonic degrees of freedom in the same framework and dissolves and forms hadrons dynamically in the simulation. If the local energy density inside a cell is larger than a critical energy density
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The hadrons inside the cell will dissolve into quarks. Accordingly, the quarks are hadronizing, if the energy density is lower than \( \epsilon_c \). The critical energy density is taken as \( \epsilon_c = 0.5 \text{ GeV/fm}^3 \), corresponding to the energy density at the QCD phase transition \[91\]. The transition from hadronic to partonic matter has serious consequences for the strangeness suppression factor since strings can only appear in confined matter. The string tension \( \kappa \) vanishes in a deconfined medium and the Schwinger mechanism and Eq. \[5.66\] are no longer valid. Strange quarks are no longer produced in string events, but through the decay of gluons, \( g \to s\bar{s} \). The strangeness suppression factor in the partonic phase is therefore independent from the medium and drops to \( \gamma_{s,QGP} \approx 1/3 \), which is in line with experimental data on the strangeness production measured at RHIC and LHC energies \[137\]. This drop in \( \gamma_s \) for local energy densities \( \epsilon > \epsilon_c \) is not an effect of chiral symmetry restoration, but of deconfinement. The partonic \( \gamma_{s,QGP} \) is not sensitive to the effects of chiral symmetry restoration, since the symmetry is expected to be completely restored. The strangeness enhancement can only appear in collisions, where the system is predominantly in the hadronic phase, i.e. at small collision energies. This behavior is indeed reproduced by the simulations. The amount of strange particles is generally increased compared to simulations with a constant \( \gamma_s \), but the effects are only visible at small center-of-mass energies \( \sqrt{s_{NN}} < 20 \text{ GeV} \). We show in Fig. 5.21 the rapidity distributions for central Au+Au collisions at beam energies of 10.7 AGeV and in Fig. 5.22 the rapidity distributions for central Pb+Pb collisions at beam energies of 30 AGeV for an impact parameter \( b = 2.2 \text{ fm} \). We present the rapidity spectra for protons, \((\Lambda + \Sigma^0)\)'s, charged pions and kaons. The experimental data for the Au+Au collisions are taken from Refs. \[349, 350, 351, 352, 353, 354\] and for the Pb+Pb collisions from Refs. \[355, 356, 357\]. We have calculated the strangeness suppression factor with the five parametrizations NL1, NL3, ML2, DD1 and DD2, but we show only the results for NL1, NL3 and DD2. ML2 gives exactly the same result as NL3, since both parametrizations have almost the same scalar interaction and therefore identical \( \gamma_s \), and DD1's \( \gamma_s \) is too low to be compatible with the experimental data. The scalar interaction of DD1 is too strong and can not produce enough additional \( s\bar{s} \) pairs. We show additionally also the results without chiral symmetry restoration, i.e. \( \gamma_s \approx 1/3 \). The \( K^+ \) and the \( \Lambda + \Sigma^0 \) spectra are largely affected by chiral symmetry restoration and both show a clear enhancement through the modified \( \gamma_s \) by up to 30%. The \( K^- \) are also increased, but not as strong as the \( K^+ \). This asymmetry can be explained with the quark content of the kaons. The \( K^- \) contain a strange and the \( K^+ \) an antistrange quark. Both could also form baryons, respectively antibaryons, but the fireball at this small collision energies contains much more quarks than antiquarks. The antistrange quarks will primarily form mesons, while the strange quarks form both, mesons and baryons. The increased \( \gamma_s \) has also an effect on the light quark sector. An enhanced production of \( s\bar{s} \) pairs implies a lower production of \( u\bar{u} \) and \( d\bar{d} \) pairs due to energy conservation. This can be seen in the spectra of the nonstrange hadrons. We find slightly less protons and pions than without chiral symmetry restoration. However, both, the increase of strange hadrons and the decrease of non-strange ones, is in line with the experimental measurements. The comparison of the spectra with the measured data shows a striking improvement through the modified \( \gamma_s \).
The strangeness enhancement becomes more pronounced if we look at the total amount of strange particles. We show in Fig. 5.23 the particle ratios $K^+ / \pi^+$, $K^- / \pi^-$, $(\Lambda + \Sigma^0) / \pi$ and the yields of $(\Lambda + \Sigma^0)$ and $\Xi^-$ at midrapidity for central Au+Au collisions as a function of the invariant energy $\sqrt{s_{NN}}$. The experimental data are taken from Refs. [354, 357, 358, 359, 360]. The solid red lines are the results for NL3 and the dashed green lines for NL1. The gray band highlights the area between these two curves and shows the uncertainty of the parametrization of the relativistic mean-field model. The results for DD2 are within this area. The ratios show the same behavior as the rapidity spectra. The $K^+ / \pi^+$ and the $(\Lambda + \Sigma^0) / \pi$ ratios are strongly enhanced, as well as the two yields, the $K^- / \pi^-$ ratio shows only minor changes. We find an overall improvement in the simulations with chiral symmetry restoration and are able to reproduce the measured data, which was not possible in earlier studies. Especially the results for the $K^+ / \pi^+$ ratio are impressive. The peak in the data, called the "horn" [17], imposed a long stand-
Figure 5.22: The rapidity distribution of protons, \((\Lambda + \Sigma^0)\)'s, pions and kaons for 5% central \(\text{Pb}+\text{Pb}\) collisions at 30 AGeV in comparison to the experimental data from Refs. \([355, 356, 357]\). The solid red lines show the results from PHSD including chiral symmetry restoration with the parameter set NL3, the dashed green lines with the set NL1 and the solid orange line with the set DD2. The blue dotted line shows the result without chiral symmetry restoration.

The enhancement of strange hadrons in heavy-ion collisions compared to \(p+p\) collisions was usually seen as a sign of the formation of a QGP \([15, 16]\), while in our approach it originates from the restoration of chiral symmetry and an increasing \(\gamma_s\) compared to the vacuum. The formation of quarks and gluons will even suppress the strangeness enhancement, as found by a comparison between PHSD simulations with and without a partonic phase in Ref. \([147]\), since the strangeness production in the partonic phase is suppressed compared to a hadronic medium with fully restored chiral symmetry. The effects of chiral symmetry restoration are most pronounced for \(\sqrt{s_{NN}} \approx 2 - 12\ \text{GeV}\). Collisions at lower beam energies can not create the necessary energy densities for the effect, while the energy densities at larger collision energies exceed the critical energy density and the dynamics of the system are dominated by the partonic phase. This explains the convergence of the results with chiral symmetry restoration against the
Figure 5.23: The ratios $K^+/\pi^+$, $K^-/\pi^-$, $(\Lambda + \Sigma^0)/\pi$ (left) and the yields of $(\Lambda + \Sigma^0)$ and $\Xi^-$ (right) at midrapidity from 5% central Au+Au collisions as a function of the invariant energy $\sqrt{s_{NN}}$ up to the top SPS energy in comparison to the experimental data from Refs. [354, 357, 358, 359, 360]. The solid red lines show the results from PHSD including chiral symmetry restoration with the parameter set NL3 and the dashed green lines with the set NL1. The blue dotted line shows the result without chiral symmetry restoration. The grey shaded area represents the uncertainty from the parameters of the relativistic mean-field theory for the scalar interaction. The figures are taken from Ref. [321].
ones without at larger $\sqrt{s_{NN}}$, as seen in Fig. 5.23. The horn emerges only through the combined effects of chiral symmetry restoration and deconfinement. This allows it for the first time to describe the maximum in the $K^+/\pi^+$ ratio in a microscopic transport approach.

The results for the rapidity spectra and the ratios show that it was indeed justified to include the $\Delta$-resonances as interacting particles in the IHRG. The amount of additional created strange hadrons depends directly on the scalar interaction and allows to test it against physical observables. The scalar interaction of DD1 is too strong while the interactions of NL1, NL3, ML2 and DD2 have the right strength to reproduce the experimental data. This imposes an upper limit on the scalar interaction of the relativistic mean-field theories, that requires in case of the IHRG the inclusion of additional hadrons beyond the nucleons.

Both, the set DD1 with only interacting nucleons and the set DD2 with interacting nucleons and $\Delta$’s can describe the nuclear and the lQCD equation of state. The comparison of the lQCD susceptibilities with the predictions from both sets indicates, that one should not include the $\Delta$’s, but they were important to adjust the scalar interaction to the right strength to describe the experimental observed rapidity spectra and particle ratios. We hope to solve this problem by including even more baryons. This will additionally weaken the scalar interaction and therefore also the necessary repulsive interaction, that has to decrease in order to describe the susceptibilities. We can then fix the scalar interaction with the lQCD equation of state, where it is important that we describe the equation of state up to the inflection point of the dimensionless pressure $P/T^4$ and energy density $E/T^4$ to get the correct behavior for the speed of sound, control it with the rapidity spectra and fix the repulsive interaction with the nuclear equation of state and control it with the lQCD susceptibilities.
6 The QCD phase boundary

QCD incorporates a change in the degrees of freedom at large energy densities. The quarks, normally confined into hadrons, become liberated. So far we discussed thermodynamic models that describe the equation of state in either the hadronic or the partonic phase, but not in both. In this section we want to study the transition between the two phases.

6.1 A universal hadronization condition

At low temperatures and chemical potentials QCD matter is composed of hadrons, but as the medium becomes hotter and denser the hadrons dissolve and a QGP forms. The transition between these two phases at vanishing chemical potential can be investigated by lQCD methods and was found to be a rapid crossover [35, 36]. The location of the transition is marked by the critical temperature $T_c$ of the inflection point of the order parameter. In the vicinity of $T_c$ one expects a mixed phase composed of hadronic and partonic degrees of freedom.

With the DQPM/DQPM$^*$ and the IHRG we have presented models that can reproduce the QCD equation of state at vanishing chemical potential as predicted by lQCD. The IHRG uses hadronic degrees of freedom and describes the equation of state at temperatures below the critical temperature $T_c$, the quasiparticle models use partonic degrees of freedom and describe the equation of state above $T_c$. However, it is not possible to extend the models towards the whole temperature axis without using unphysical assumptions. In order to describe the QCD equation of state we have to employ both models and switch between them in the vicinity of the critical temperature.

If the same system can exist in different phases, nature will choose the phase that minimizes the corresponding thermodynamic potential as the physical solution. By calculating QCD thermodynamics in a purely partonic and a purely hadronic medium, one will find the physical solution as the one with the largest pressure. Unfortunately, this approach has several shortcomings. A transition constructed in this manner will always lead to a first-order phase transition [361], see Fig. 6.1 for an illustration, but lQCD calculations revealed that the QCD phase transition should be a crossover. Furthermore, this procedure would lead to a stable hadronic phase at very large temperatures. The reason is the varying number of degrees of freedom in both phases. The total degeneracy factor of the most important hadrons summarized in Tab. A.1 and A.2 in Appendix...
Figure 6.1: Illustration of a first-order phase transition in a grand-canonical system. The red and the green line are different realizations of the same system. The physical solution, indicated by the dashed black line, is the solution that minimizes the grand-canonical potential $\Omega$. It switches from one phase to the other at the intersection of the thermodynamic potentials as function of the natural variables $T$ and $\mu$.

[A.7] is 103, but for quarks and gluons we find only a total degeneracy of 52. A HRG at large temperatures will exceed the Stefan-Boltzmann limit of QCD and become the thermodynamically stable phase [362]. This would also happen in the IHRG, where we employ a total of 112 different hadronic degrees of freedom. Only models with large repulsive interactions at vanishing chemical potential -like excluded volume HRG models-can avoid this scenario. The rise of the thermodynamic pressure is suppressed by the excluded volume that limits the amount of particles in the system. It has been shown in Refs. [287, 288, 362] that in such a model the partonic phase is stable at large temperatures.

The transition from hadronic to partonic degrees of freedom can not be explained by thermodynamic arguments alone. It is connected to a fundamental property of QCD, the confinement/deconfinement transition. The IHRG describes always a confined and the DQPM always a deconfined system and the switching between the models has to be associated with the deconfinement phase transition. The expectation value of the Polyakov loop, that we discussed in Sec. 4.2 in terms of the effective Polyakov extended Nambu Jona-Lasinio model (PNJL), serves as an order parameter of this transition [117, 118]. However, we can neither access the Polyakov loop in the DQPM nor in the IHRG and are therefore unable to determine the deconfinement phase transition. Since we can not rely on the proper order parameter we have to define the transition in another way. We
6.1. A UNIVERSAL HADRONIZATION CONDITION

have already discussed how to locate a crossover transition from the equation of state in Sec. [4], but the precise location can not be determined. An interesting ansatz for this problem was proposed in Refs. [163, 363, 364]. One defines the pressure of the system as a mixture between a pure hadronic pressure $P_h$ and a pure partonic pressure $P_p$,

$$P(T, \mu_B) = \phi(T, \mu_B) P_p(T, \mu_B) + (1 - \phi(T, \mu_B)) P_h(T, \mu_B),$$

(6.1)

and interpolates the equation of state between the two phases using the switching function $\phi(T, \mu_B)$ with $\phi(T, \mu_B) = 0$ in the pure hadronic, $\phi(T, \mu_B) = 1$ in the pure partonic and $0 < \phi(T, \mu_B) < 1$ in the mixed phase. The functional form of $\phi(T, \mu_B)$ will be determined by a fit to the lQCD equation of state. A similar ansatz was used in Refs. [365, 366], but the switching function was introduced on the level of the entropy density. Using the ansatz (6.1) with the IHRG and the DQPM leads to an equation of state that is defined at all temperatures. However, we have already used lQCD data to determine the equation of state of our thermodynamic models and included the effects of the phase transition implicitly in the two approaches. Their accuracy is so good, that we can use a step function $\phi(T, \mu_B = 0) = \Theta(T - T_\phi)$ with $T_\phi \approx 150 - 170$ MeV. The transition -defined this way- looks like a first-order phase transition, but the equation of state stays indeed continuous.

It is possible to determine the QCD phase transition at vanishing chemical potential, but this is no longer the case at finite $\mu_B$. Since one is lacking any guidance from lQCD calculations, it is not possible to determine the switching function from first principles. The form of $\phi(T, \mu_B)$ at $\mu_B \neq 0$ is therefore model dependent. We will use the ansatz

$$\phi(T, \mu_B) = \Theta(T - T_\phi(\mu_B))$$

(6.2)

with $T_\phi(0) = T_c$. We choose $T_\phi$ such that the hadron-parton transition occurs at a constant energy density or pressure. This claim is in line with phenomenological models applied in different regions of the $T$-$\mu_B$ plane:

Heavy-ion simulations at ultra-relativistic collision energies need to incorporate the effects of the partonic phase to describe the experimental measured data. So called hybrid models use relativistic hydrodynamics to describe the evolution of the partonic medium and switch to a hadronic transport description once the system becomes too dilute to apply hydrodynamics [32, 33, 34, 367]. The switching from hydrodynamics to hadronic transport does not mark the hadron-parton transition, but the further evolution of the system is purely hadronic. If the transition is done too early, one has the wrong dynamics and can not describe the experimental results. Models applied at RHIC and LHC energies probe the transition at almost vanishing chemical potentials and use a constant switching temperature [367]. Models applied to FAIR and NICA energies have to describe the medium at a finite baryon chemical potential. These approaches use a constant energy density for the transition [365, 366]. This is similar to PHSD where one switches from a hadronic to a partonic transport description at a critical energy density $\epsilon_c \approx 0.5$ GeV/fm$^3$. PHSD can reproduce heavy-ion data for a wide range of different beam energies from top RHIC and LHC down to SPS and AGS energies [21, 146, 370, 371, 372, 373, 374]. The most important evidence for the correct transition condition in PHSD can be seen in the $K^+ / \pi^+$ ratio that we discussed in Sec. [5.5].
The ratio shows a peak at $\sqrt{s} \approx 6 - 8$ GeV. The increase of the ratio at small energies is associated to an enhanced production of strange quarks that occurs only in the hadronic phase. When the medium dissolves into quarks the effects of the strangeness enhancement become less pronounced and the ratio decreases. The position of the peak is therefore sensitive to the hadron-parton transition and the agreement between our predictions and the measured data confirms the correct occurrence of the transition. Further evidence was found in a statistical analysis of heavy-ion collisions. In Refs. [375, 376] heavy-ion collisions are studied within the statistical hadronization model, which determines the temperature and the chemical potential of the fireball at the chemical freezeout. The authors investigated a wide range of beam energies ranging from SPS to RHIC and LHC energies, but the freezeout occurred always at the same pressure $P \approx 82$ MeV and energy density $E \approx 0.5$ GeV/fm$^3$. Comparing the pressure and the energy density to the lQCD equation of state from Refs. [90] and [91] leads to a transition temperature of $T \approx 162$ MeV. The hadron-parton transition is also important for neutron star physics. The discovery of two-solar-mass neutron stars put new constraints on the equation of state at zero temperature. The authors of Refs. [363, 377] could describe two-solar-mass neutron stars with a crossover equation of state where the transition occurs at roughly three times normal nuclear density. This corresponds to an energy density of $E \approx 3\rho_0 \cdot m_n \approx 0.5$ GeV/fm$^3$. One can not compare the situation inside a neutron star to the medium in a heavy-ion collision since neutron stars are also effected by the weak interaction, but we find indeed a transition condition similar to heavy-ion collisions.

The hadron-parton transition can not be observed directly and the discussed transition conditions are all based on phenomenology and therefore model-dependent. However, the application range of the discussed models covers almost the whole $T$-$\mu_B$ plane even down to the $T = 0$ axis. It is striking that one finds similar arguments throughout the whole phase diagram. All these models support a hadron-parton transition at a constant energy density.

### 6.2 The phase boundary between the DQPM* and the IHRG

Based on the evidence from heavy-ion phenomenology we use a constant energy density to define the hadron-parton transition. From the phenomenological assumptions the best choice for the critical energy density seems to be $\epsilon_c \approx 0.5$ GeV/fm$^3$. However, there is a discrepancy between phenomenology and lQCD predictions. The QCD phase transition was studied in Refs. [36, 37, 38, 39] using lQCD. The transition temperature in these calculations is based on the proper order parameters, the chiral condensate and the Polyakov loop, and one finds a critical temperature of $T_c \approx 155$ MeV. Comparing this temperature to the freezeout line determined from heavy-ion collisions one finds that the freezeout would occur above the critical temperature in the deconfined phase [378, 379, 380]. This inconsistency can be partially explained by the different nature of
the medium in a heavy-ion collision and a lattice simulation. Lattice simulations will always describe a system in thermodynamic equilibrium, but the medium in a heavy-ion collision is out-of equilibrium. The success of hydrodynamics suggests a certain degree of equilibration throughout the evolution of the collision, but the lifetime of the fireball is simply too short to achieve a full thermodynamic equilibration. Moreover, in heavy-ion collisions the energy, the baryon number, the total charge and the net strangeness are conserved. Thermodynamically this describes a microcanonical system. The thermodynamic potential of a microcanonical ensemble is the energy density \[ \epsilon \] and the hadron-parton transition is therefore associated with a constant value of the thermodynamic potential. If we investigate the transition in a grand-canonical system, it is more plausible that the transition is related to fixed values of the grand-canonical potential, i.e., to constant values of the pressure.

The phenomenological models can only determine the transition for the microcanonical system, so we use the DQPM to relate the transition condition from the microcanonical system to the grand-canonical one. The DQPM discussed in Sec. 3 describes a grand-canonical, the DQPM employed in the PHSD transport approach a microcanonical ensemble, but both realizations are based on the same theory. The dynamical equilibrium state in the PHSD simulations is slightly different from the static equilibrium. This is mostly due to differences in the gluon spectral function in the dynamical simulations [141]. The differences become negligible at large temperatures, but lead to small changes in the equation of state in the vicinity of the phase transition. In the dynamical simulations the critical energy density \( \epsilon_c \approx 0.5 \text{ GeV/fm}^3 \) is reached at a temperature \( T \approx 158 \text{ MeV} \). The static DQPM, that reproduces the lQCD equation of state, has an energy density of \( E \approx 0.4 \text{ GeV/fm}^3 \) at this temperature. We define \( T_c = 158 \text{ MeV} \) as the critical temperature, such that the transition condition in the microcanonical ensemble is associated with the critical temperature, such that the transition condition in the microcanonical ensemble is associated with \( T_c \). This fixes the critical energy density for the grand-canonical treatment to \( \epsilon_c \approx 0.4 \text{ GeV/fm}^3 \) and the critical pressure to \( P_c \approx 63 \text{ MeV/fm}^3 \).

We calculate the lines of constant pressure and energy density for the IHRG and the DQPM\(^*\) throughout the \( T-\mu_B \) plane. In case of the IHRG this is straightforward, but we need some adjustments for the DQPM\(^*\). We have to use the flow equation (3.43) -introduced in Sec. 3.3- to extend the model to finite chemical potential. The equation requires the effective coupling at vanishing chemical potential as starting values. However, at the low temperatures necessary for this investigation, the DQPM\(^*\) coupling can not exactly reproduce the lQCD equation of state. This will shift the transition lines compared to the IHRG. Instead of using the standard parametrization of the coupling we will fit it to exactly reproduce the lQCD equation of state and use this coupling as the starting values for the flow equation. In this way we can ensure that the transition condition in the DQPM\(^*\) and the IHRG are met at the critical temperature \( T_c = 158 \text{ MeV} \) at vanishing baryon chemical potential.

\[ ^{14} \text{The real thermodynamic potential of a microcanonical ensemble is the entropy density. However, the entropy density is an entropic thermodynamic potential, that has the dimension of an inverse volume. The canonical and the grand-canonical potentials are energy potentials that have the dimension of an energy density. The energy potential corresponding to the microcanonical ensemble is the energy density.} \]
Figure 6.2: Lines of constant pressure and energy density from the DQPM* and the IHRG in the $T$-$\mu_B$ plane. Full lines indicate a constant energy density $E = 0.4$ GeV/fm$^3$ and dashed lines a constant pressure $P = 63$ MeV/fm$^3$. Lines of the same color belong to the same model. DD1 is the IHRG with only interacting nucleons and DD2 the IHRG with interacting nucleons and $\Delta$-resonances. The grey line indicates the possible location of the parton-hadron transition at zero temperature for relativistic mean-field theories with different repulsive interactions.

We show the phase boundaries defined by a constant pressure or energy density in Fig. 6.2. Full lines are transitions defined by the energy density and dashed lines defined by the pressure. Both methods give similar results but the lines of constant pressure reach further out into the $T$-$\mu_B$ plane. The IHRG intersects the $T = 0$ axis at $\mu_B = 1100$ MeV for lines of constant energy density and at $\mu_B = 1120$ MeV for the lines of constant pressure. The two different parametrizations, DD1 and DD2, lead to slightly different transitions at $T \neq 0 \neq \mu_B$ with the boundaries of DD1, which uses only nucleons as interacting particles, reaching slightly further into the $T$-$\mu_B$ plane than the boundaries of DD2 that uses additionally the $\Delta$-resonances. However, the different transitions of the IHRG agree close to the axis of the $T$-$\mu_B$ plane and cover almost the same area in the phase diagram.

A large uncertainty in the phase boundaries stems from the transition at low temperatures and large baryon chemical potentials. The nuclear equation of state is known only as a function of the density $\rho_B$, but not of the chemical potential $\mu_B$. The strength of the repulsive interaction between the nucleons has a large influence on $\mu_B$. The thermodynamics are defined by an effective baryon chemical potential, that gets shifted by the
vector selfenergy,

\[ \mu_B^* = \mu_B - \Sigma_B^0(T, \rho_N). \]  

(6.3)

Models with different interactions can reproduce the same nuclear equation of state as a function of density \( \rho_B \), but for different chemical potentials, see Sec. 5.2. The grey band at \( T = 0 \) indicates the possible location of the transition as a function of the baryon chemical potential. The lowest chemical potential is the estimate for a gas of non-interacting nucleons, the largest for the parameter set NL3 from Ref. [312], that has the strongest repulsive interaction consistent with the nuclear equation of state.

An important constraint for heavy-ion collisions is strangeness neutrality. Since we did not constrain the strange sector in Fig. 6.2, we have a finite strangeness \( N_S > 0 \) in the phase diagram. We show in Fig. 6.3 the phase boundaries for a strange neutral medium with the same transition conditions as in Fig. 6.2. Both figures are almost identical, since we have the same amount of strange and antistrange particles at \( \mu_B = 0 \) and no strange particles at all at \( T = 0 \). These regions of the phase diagram are always strange neutral and agree in both figures. At \( T \neq 0 \neq \mu_B \) we see that the phase boundaries for a strange neutral medium are shifted further into the \( T-\mu_B \) plane because strangeness neutrality reduces the amount of particles in the strange sector compared to...
an unconstrained system. This lowers the energy density and the pressure and one needs larger temperatures and baryon chemical potential to reach the same energy densities and pressures as in an unconstrained medium.

We show in Figs. 6.2 and 6.3 also the transitions for the DQPM*. At small baryon chemical potential both models give comparable results, independent of the definition of the transition. In this area of the phase diagram we can indeed define a proper phase boundary between the two models. This changes at larger $\mu_B$. The equation of state of the IHRG increases stronger than the DQPM* and the transition lines split up. We can no longer switch between both models without changing the temperature and the baryon chemical potential and the transition would become a true first-order phase transition. The splitting of the boundaries should not be associated with a critical end point of the QCD phase diagram. Instead they are a result of different constraints for both models at finite baryon chemical potential.

### 6.3 Partonic quasiparticle models at low temperatures

The splitting of the phase boundaries at large baryon chemical potential prevents us from defining a proper crossover transition between the DQPM* and the IHRG. The phase boundaries between the models agrees only close to the $\mu_B = 0$ axis, where we constrained the equation of state by lQCD data. The IHRG tends much faster towards the $T = 0$ axis than the DQPM* because we force the IHRG to reproduce the nuclear equation of state. On the other side the DQPM and the DQPM* are completely unconstrained at finite chemical potential. We now want to modify our quasiparticle model such that the phase boundary agrees with the IHRG also at larger baryon chemical potentials.

For this we define the phase boundary by a constant pressure $P_c = 63$ MeV/fm$^3$ and use the equation of state from the IHRG with interacting nucleons, DD1, which gives a slightly better description of the equation of state at vanishing chemical potential than the DD2-IHRG. To match the situation in heavy-ion collisions we enforce strangeness neutrality.

The pressure of the DQPM* is too low to describe the phase boundary defined by the IHRG. To increase the pressure at finite baryon chemical potential a larger baryon number density is required which depends predominantly on the effective quark masses. In the standard DQPM/DQPM* they decrease moderately as a function of the baryon chemical potential, but to match the phase boundary of the IHRG, the masses have to decrease even stronger. This will enhance the density and therefore push the phase boundary closer to the IHRG.

We modify only the $\mu_B$-dependence of the effective light quark mass and keep the standard parametrization of the gluon and the strange quark masses. We use not the full DQPM* but a reduced version. Since the effects of the finite widths are most important for the transport coefficients, but negligible for the equation of state, see Fig. A.2 in Appendix A.2, we neglect them in this exploratory study and control the equation of state with just the effective masses. Furthermore, we drop also the momentum dependence
of the selfenergies which is most important at large temperatures. Close to the phase transition the DQPM can describe the lQCD susceptibility as well as the DQPM*, see Fig. 3.10. We take the masses as

\[ M_g^2(T) = \frac{g^2}{6} \left( \left( N_c + \frac{1}{2} N_f \right) T^2 + \frac{N_c}{2} \sum_q \frac{\mu_q^2}{\pi^2} \right), \]  
(6.4)

\[ M_{s,s}^2(T) = \frac{N_c^2 - 1}{8N_c} g^2 \left( T^2 + \frac{\mu_s^2}{\pi^2} \right), \]  
(6.5)

\[ M_{q,q}^2(T) = \frac{N_c^2 - 1}{8N_c} g^2 \left( T^2 + \frac{\mu_q^2}{\pi^2} \right) \cdot F(\mu_q). \]  
(6.6)

where the light quark mass is modified by the factor \( F(\mu_q) \) that controls the mass at finite baryon chemical potential. Symmetries demand that it has to be an even function of \( \mu_q \). The factor has to ensure a rapid drop of the effective mass similar to the quark masses in the NJL model or to the nucleon mass in relativistic mean-field theories at \( T = 0 \). This will increase the net quark density and therefore the pressure at finite chemical potential. We define the factor as

\[ F(\mu_q) = \exp \left( -B\mu_q^2 - \frac{1}{2} B^2 \mu_q^4 \right). \]  
(6.7)

The parameter \( B \) influences the location of the phase boundary. For \( B = 0 \) we retain the standard DQPM masses while \( B = 75 \text{ GeV}^{-2} \) leads to the best agreement between the phase boundaries.

In the actual numerical calculations it is advantageous to use a different parametrization of the effective masses:

\[ M_g^2(T) = \frac{g^2}{6} \left( \left( N_c + \frac{1}{2} N_f \right) T^2 + \frac{N_c}{2} \sum_q \frac{\mu_q^2}{\pi^2} \right) / F(\mu_q), \]  
(6.8)

\[ M_{s,s}^2(T) = \frac{N_c^2 - 1}{8N_c} g^2 \left( T^2 + \frac{\mu_s^2}{\pi^2} \right) / F(\mu_q), \]  
(6.9)

\[ M_{q,q}^2(T) = \frac{N_c^2 - 1}{8N_c} g^2 \left( T^2 + \frac{\mu_q^2}{\pi^2} \right). \]  
(6.10)

This corresponds to a redefinition of the effective coupling,

\[ g^2 \rightarrow g^2 \cdot F(\mu_q), \]  
(6.11)

which has no influence on the physics. All observables stay unchanged, only the effective coupling differs. With the original parametrizations (6.4), (6.5), (6.6) one introduces huge derivatives in the light sector that are now shifted to the strange and the gluon sector, which are far less important. As a result it is much easier to solve the flow equation and to preserve the thermodynamic consistency of the theory.

We show the lines of constant pressure of the IHRG and the modified DQPM in Fig.
Figure 6.4: Lines of constant pressure $P = 63$ MeV/fm$^3$ of the IHRG and the DQPM with modified light quark masses in the $T$-$\mu_B$ plane.

Figure 6.5: Energy and baryon number density on the lines of constant pressure as a function of the baryon chemical potential $\mu_B$. Full lines are results from the IHRG, dashed lines from the modified DQPM.
6.3. PARTONIC QUASIPARTICLE MODELS AT LOW TEMPERATURES

Figure 6.6: The effective masses of the modified DQPM as a function of the baryon chemical potential at the phase boundary defined by a constant pressure $P = 63$ MeV/fm$^3$. The left figure shows the effective light quark mass and the right side the effective masses of gluons, light and strange quarks on a logarithmic scale.

6.4 The transition line of the DQPM is almost on top of the IHRG transition with a difference of less than 1 MeV. The DQPM has now about the same transition line as the IHRG up to $\mu_B \approx 600$ MeV. At larger chemical potentials we find again a splitting, but we drastically extended the shared phase transition between the models. We show in Fig. 6.5 the energy and the baryon number density at the lines of constant pressure. Both show an acceptable agreement up to $\mu_B \approx 450$ MeV. Based on these results one should be able to construct a crossover transition between the two models up to moderate baryon chemical potentials. Note that microcanonical models -mandatory for heavy-ion simulations- need a perfect agreement of the energy and the particle density, but not necessarily of the pressure.

The phase boundary of the DQPM is only determined by the parametrization of the light quark mass (6.6). We show the effective masses in Fig. 6.6 at the lines of constant pressure as a function of the baryon chemical potential. The left side shows exclusively the light quark mass and the right side the light quark, strange quark and the gluon mass. In the standard DQPM all three decrease as a function of the baryon chemical potential, now this is only the case for the light quark mass. The masses of the strange quarks and the gluons increase. We find a change in the behavior of the light quark mass at $\mu_B \approx 450$ MeV where the slope becomes less steep. This has serious consequences for the phase boundaries, that agreed perfectly up to this point. At $\mu_B = 450$ MeV the phase boundaries start to separate and the energy and the baryon number density of both models deviate more strongly. If the phase boundaries of the two models should agree at even larger baryon chemical potentials, it is necessary that the light quark mass decreases at the same rate as for $\mu_B < 450$ MeV.

The change in the light quark mass is connected to increasing strange quark and gluon masses. We show in Fig. 6.7 the entropy density of gluons and strange quarks in the modified DQPM as a function of the baryon chemical potential at a fixed temperature.
$T = 140$ MeV. Since the masses increase exponentially as a function of $\mu_B$, the entropy density vanishes. This is contrary to the normal behavior of the entropy density in the standard DQPM where it should increase (see Fig. 3.15 for the entropy density of the DQPM*). At $\mu_B = 450$ MeV the strange quark and gluon masses have become so large, that both no longer contribute to the equation of state. Effectively they disappeared from the system and we have a medium that is composed of only light quarks. We expect this behavior at small temperatures where it would be driven by the small temperatures in the distribution functions, but in this scenario we find a pure light quark system already for $T \approx 140$ MeV. The large strange quark and gluon masses are a direct consequence of the flow equation and the decreasing light quark mass. We show in Fig. 6.8 the specific contributions to the Maxwell relation $\partial s/\partial \mu_B = \partial \rho_B/\partial T$, which is the basis of the flow equation, for each parton species as a function of the baryon chemical potential at $T = 140$ MeV. Since we concentrate on a strange neutral system, the baryon number density is proportional to the light quark density. The full green line shows the right side of the Maxwell relation, $\partial \rho_B/\partial T$, the dashed black line the left side, $\partial s/\partial \mu_B$. Both agree with each other which demonstrates the thermodynamic consistency of the model. The derivative of the light quark entropy density is very large at small baryon chemical potentials, which is due to the decreasing light quark mass, that enhances the derivative beyond its regular value. The derivative of the light quark density, i.e. of the baryon number density, is much smaller. To fulfill the Maxwell relation and counter-balance the light quark contribution, the contributions from the strange quarks and the gluons have
Figure 6.8: Contributions to the Maxwell relation $\partial s/\partial \mu_B = \partial \rho_B/\partial T$ separated into the contribution from the different partons as a function of the baryon chemical potential $\mu_B$ at a temperature $T = 140$ MeV. The green line shows the temperature derivative of the baryon number density, the red line the $\mu_B$ derivative of the light quark entropy density, the blue line the $\mu_B$ derivative of the strange quark entropy density and the magenta line the $\mu_B$ derivative of the gluon entropy density. The dashed black line is the $\mu_B$ derivative of the total entropy density.

to become negative. This is only possible if the masses increase with $\mu_B$. At around $\mu_B = 450$ MeV, when the strange quarks and the gluons freeze out from the system, also their contribution to the Maxwell relation vanishes. The light quarks become then the only remaining degree of freedom and have to fulfill the Maxwell relation on their own. The behavior of the light quark masses as a function of the temperature and the baryon chemical potential is then solely controlled by thermodynamic consistency which causes the change in the slope. This happens for all possible functional forms of the correction factor $F(\mu_q)$. It is therefore not possible to extend the agreement between the DQPM and the IHRG phase boundary to larger baryon chemical potentials. This limits the application range of a crossover transition to baryon chemical potentials $\mu_B < 450$ MeV. In order to extend the DQPM to larger baryon chemical potentials, one has to introduce a mechanism that generates a nuclear equation of state. In this case the DQPM could reproduce the IHRG phase boundary also at $T = 0$ and hopefully also throughout the whole QCD phase diagram. We speculate that the dynamical generation of diquarks and/or condensates might be a solution to the problem.
6.4 Probing the phase diagram in relativistic heavy-ion collisions

In the previous sections we have studied the location of the hadron-parton transition in the QCD phase diagram. The aim of this section is to investigate which parts of the phase diagram in the $T$-$\mu_B$ plane are probed by heavy-ion collisions for different energies. We simulate collisions with the PHSD transport approach and determine the thermodynamic properties of the fireball. In general it is not straightforward (or even impossible) to connect non-equilibrium dynamics from microscopic transport studies to macroscopic equilibrium properties like temperature and chemical potentials. For this purpose one needs the exact QCD equation of state that relates the energy and the conserved charges to temperature and the chemical potentials of an equilibrated system. As long as lQCD calculations at finite chemical potential are prevented by the sign-problem one has to rely on effective models like the IHRG and the DQPM, making a study of the phase diagram model dependent.

An important issue in this study is the question whether or not the system reaches a local equilibrium during the heavy-ion collision. A common method to decide on kinetic equilibration is the pressure equilibration of the energy momentum tensor $T^{\mu\nu}$. In the local restframe it takes the form

$$T^{\mu\nu} = \begin{pmatrix} \epsilon & 0 & 0 & 0 \\ 0 & P_x & 0 & 0 \\ 0 & 0 & P_y & 0 \\ 0 & 0 & 0 & P_z \end{pmatrix}$$

(6.12)

where $\epsilon$ is the energy density and $P_x$, $P_y$ and $P_z$ are the pressure components in $x$, $y$ and $z$ directions. In the center of the collision they are often labeled as $P_x = P_y = P_\perp$ and $P_z = P_\parallel$, when the beam is in $z$ direction. Due to the initial asymmetry of the collision the longitudinal and the transverse pressure differ significantly. A necessary requirement for kinetic equilibrium is the coincidence of the pressure components $P_\perp \approx P_\parallel$. The behavior of the pressure components in the central region of the collision zone has been studied in Ref. [381] with the UrQMD transport model [382, 383]. It was found that the pressure equilibrates at $t \approx 10 \text{ fm}/c$ after the initial impact of central Au+Au collisions at AGS energies. Additionally, a good agreement between the energy spectra of different hadron species with the predictions of statistical models was found at this time. This indicates that one can indeed find a system with a certain degree of equilibration at AGS energies for times larger than $\sim 10 \text{ fm}/c$.

To fix points in the $T$-$\mu_B$ plane we have to determine the temperature $T$ and the baryon chemical potential $\mu_B$ of the medium in the expanding fireball. This is usually done by comparing the energy density and the conserved charges in the local cell to the corresponding equation of state [384]. For hadronic matter it is common to use a HRG equation of state. However, it is unclear which hadronic resonances should be included in such a model. We will therefore determine the temperature $T$ and the baryon chemical potential $\mu_B$ from the energy density and particle density of nucleons and pions, which
are directly accessible within our transport simulations. Instead of examining the whole fireball we will focus on local cells where strangeness is produced; these cells may be close to thermal equilibrium (at late times) or out-of equilibrium (at early times). The focus on local cells with strangeness production excludes free streaming cells as well as everything that happens after chemical freeze-out. Whenever a new $s\bar{s}$ pair is produced in the hadronic medium we take the nucleon and pion energy densities $\epsilon_N$ and $\epsilon_\pi$ and determine the temperature $T$ and the baryon chemical potential $\mu_B$ using the expressions for a non-interacting hadron gas in equilibrium:

$$\epsilon_\pi = g_\pi \int \frac{d^3 p}{(2\pi)^3} \frac{\omega_\pi}{e^{\omega_\pi/T} - 1}$$

$$\epsilon_N = g_N \int \frac{d^3 p}{(2\pi)^3} \frac{\omega_N}{e^{(\omega_N-\mu_B)/T} + 1}$$

where $\omega_i = \sqrt{p_i^2 + m_i^2}$ is the energy of the respective particle and $g_\pi = 3$ and $g_N = 4$ are the degeneracy factors of pions and nucleons. By additionally evaluating the particle densities $\rho_\pi$ and $\rho_N$,

$$\rho_\pi = g_\pi \int \frac{d^3 p}{(2\pi)^3} \frac{1}{e^{\omega_\pi/T} - 1}$$

$$\rho_N = g_N \int \frac{d^3 p}{(2\pi)^3} \frac{1}{e^{(\omega_N-\mu_B)/T} + 1}$$

we can check if the local cell is in approximative thermal equilibrium or not. In practical terms, if the temperatures obtained from both methods differ by more than 5 MeV or if the chemical potentials differ by more than 15 MeV we consider the cell to be out-of equilibrium. Within this procedure we can eliminate further cells from the phase diagram, which are out-of equilibrium; however, it does not change the probed area if one considers only times $t \geq 10$ fm/c after the initial impact.

Each point in Figs. 6.9 and 6.10 stands for a local cell in which new strange quarks where produced. The color of the points indicates the time of the production. Red points happened early, yellow and green points at intermediate times and blue points at the end of the time interval. Fig. 6.9 shows the reconstructed temperatures and chemical potentials for a Au+Au collision at 10.7 AGeV with an impact parameter of $b = 2.2$ fm. Fig. 6.9(a) shows the events from 5 to 7 fm/c after the initial collision. These points cover all chemical potentials up to $\mu_B = 750$ MeV and a maximum temperature of $T = 200$ MeV when adopting only nucleons and pions as degrees of freedom. The cells in Fig. 6.9(a) are dominantly out of thermodynamic equilibrium and for low $\mu_B$ and high $T$ correspond to partonic cells with some pion content. Fig. 6.9(b) shows the events from 7 to 10 fm/c where the majority of the points are located at baryon chemical potentials larger than $\mu_B = 150$ MeV. The blue points in Fig. 6.9(b) belong to cells that are already in equilibrium. Fig. 6.9(c) shows the events that happened at times $t > 10$ fm/c after the initial collision and are approximately in equilibrium. They cover an area between $150$ MeV $< \mu_B < 650$ MeV and $100$ MeV $< T < 175$ MeV. Fig. 6.9(c) describes indeed a
Figure 6.9: Occupancy of the phase diagram for hadronic matter in a central Au+Au collision at 10.7 AGeV for different time intervals. Each point belongs to a cell where strange quarks were produced. The color of the points indicates the time of the events within some varying interval. For times $t > 10$ fm/c the strangeness production occurs in cells that are in approximate thermodynamic equilibrium while the cells in panels (a) and (b) are dominantly out-of equilibrium.
Figure 6.10: Occupancy of the phase diagram for hadronic matter in central Au+Au collisions at different beam energies from 2 to 8 AGeV for times $t > 10$ fm/c. Each point belongs to a cell where strange quarks were produced. The color of the points indicates the time of the events within some interval.

We stress again that the temperatures and baryon chemical potentials shown in Figs. 6.9(a) and 6.9(b) cannot be related to any equilibrium properties.
In spite of the restrictions imposed by thermodynamic equilibrium we find that even central Au+Au collisions at 10.7 AGeV explore a wide range of points in the $T$-$\mu_B$ plane for $\mu_B$ essentially below 650 MeV. Fig. 6.10, furthermore, shows the occupation of the phase diagrams extracted from Au+Au collisions at 2 [Fig. 6.10(a)], 4 [Fig. 6.10(b)] and 8 AGeV [Fig. 6.10(c)] for an impact parameter $b = 2.2$ fm. All points belong to events that happened at times $t > 10$ fm/c after the initial collision. One sees that the probed region shifts to larger baryon chemical potentials and smaller temperatures when lowering the beam energy. The maximum baryon chemical potential in these plots is $\mu_B = 900$ MeV and the lowest temperature $T = 65$ MeV, however, with a very large spread in $T$ and $\mu_B$. Note that the upper boundary of the probed area in Figs. 6.9(c) and 6.10 corresponds to the (microcanonical) hadron-parton transition in PHSD.

It is important to discuss how these occupancies in the phase diagram relate to the real QCD phase diagram. Due to the model-dependent equation of state, the extracted temperatures and chemical potentials do not represent the real ones for QCD. We recall that the PHSD transport approach uses a critical energy density of $\epsilon_c = 0.5$ GeV/fm$^3$ to distinguish between a hadronic and a partonic medium. If the local energy density is above this threshold the hadrons dissolve into quarks. The critical energy density $\epsilon_c$ marks the largest energy density a hadronic system can reach in our simulations. When compared to the lQCD equation of state from the Wuppertal-Budapest collaboration at $\mu_B = 0$ [90] this translates to a temperature of around $T \approx 162$ MeV. On the other hand, the model used to extract the temperature and chemical potential is based on a HRG with a reduced number of degrees of freedom. We mention that a HRG, which contains all the hadronic particles included in PHSD, reaches the critical energy density at temperature $T \approx 175$ MeV. This indicates that the temperatures shown in Figs. 6.9 and 6.10 are too large compared to full QCD. For the baryon chemical potential we note that the baryon number susceptibilities $\chi_B$ of the HRG are smaller than the lQCD results [135]. This implies the corresponding baryon densities, in first order given by $n_B \approx \chi_B \cdot \mu_B$, exceed the HRG densities, thus overestimating the extracted baryon chemical potentials $\mu_B$ in comparison to full QCD. Admittedly, we cannot give a definite rescaling for finite chemical potentials; nevertheless, the general trend should be the same in the whole $T$-$\mu_B$ plane shifting the probed area to smaller temperatures and chemical potentials.

We compare our results on the phase diagram to recent experimental data from the RHIC beam-energy-scan program (BES). The BES uses heavy-ion collisions at varying beam energies to probe the phase diagram at different temperatures and chemical potentials [383, 386, 387]. In Ref. [71] the freeze-out temperatures and baryon chemical potentials of the BES were extracted for a strangeness canonical ensemble. We show their results in Fig. 6.11. The freeze-out parameters are only sensitive to the system as a whole and do not distinguish between different conditions in the collisions as we have done in Figs. 6.9 and 6.10. The data cover beam energies ranging from $\sqrt{s} \approx 7.7$ to 200 GeV. The largest beam energies probe the system at almost vanishing baryon chemical potential. As the collision energy is lowered the temperatures drop and the baryon chemical potentials rise. At the lowest energy of $\sqrt{s} = 7.7$ GeV, i.e. beam energies of 30 AGeV, the system reaches $\mu_B \approx 400$ MeV and $T \approx 145$ MeV. This is within the range of baryon
chemical potentials where the IHRG equation of state matches the modified DQPM and the largest $\mu_B$ where it matches the DQPM*. One can construct a single equation of state valid in the hadronic as well as in the partonic phase that covers the whole range of temperatures and baryon chemical potentials necessary for the physics of the BES. The baryon chemical potentials probed in the BES program are still small and do not exceed the ratio $\mu_B/T = 3$, where neither functional methods [121, 389] nor lQCD calculations [42] found evidence for a critical point in the QCD phase diagram. We use the parametrization of the freeze-out curve determined by Cleymans et al. in Ref. [378] to estimate the beam energies necessary to discover the critical point. The freeze-out curve is parametrized as

$$T(\mu_B) = a - b\mu_B^2 - c\mu_B^4,$$

(6.17)

$$\mu_B(\sqrt{s}) = \frac{d}{1 + e\sqrt{s}},$$

(6.18)
Figure 6.12: Predictions for the critical point in the $T$-$\mu_B$ plane calculated in the Nambu Jona-Lasinio model [13, 162, 232], the Polyakov quark-meson model [50, 67], the Dyson-Schwinger framework [121], a chiral baryon-meson model [390] and a holographic model [122]. The light gray area is the location of the hadron-parton transition as predicted by the IHRG, the dark gray band at zero temperature is the uncertainty due to the nuclear equation of state. The black line shows the freeze-out curve from Cleymans et al. [378] and the red line the lQCD prediction for the chiral phase transition up to second order with the curvature parameter from Bonati et al [167]. The dashed black line separates the area with $\mu_B/T < 3$ where a critical point is unlikely.

with $a = 0.166 \pm 0.002$ GeV, $b = 0.139 \pm 0.016$ GeV$^{-1}$, $c = 0.053 \pm 0.021$ GeV$^{-3}$, $d = 1.308 \pm 0.028$ GeV and $e = 0.273 \pm 0.008$ GeV$^{-1}$. The fit gives a good description of the BES data in Fig. 6.11 but is also valid for data at much lower $\sqrt{s}$. We show in Fig. 6.12 several predictions for the location of the critical point calculated in the Nambu Jona-Lasinio model [13, 162, 232], the Polyakov quark-meson model [50, 67], the Dyson-Schwinger framework [121], a chiral baryon-meson model [390] and a holographic model [122]. We want to note here again that repulsive interactions lead to huge uncertainties and can push the critical point to smaller temperatures and larger baryon chemical potential, causing it potentially to disappear [235, 236, 237]. We show additionally the freeze-out curve (full black line), our prediction for the hadron-parton transition from the IHRG within uncertainties (gray area) and the chiral phase transition estimated in second order of $\mu_B$ by

$$T_c(\mu_B) = T_c \cdot \left(1 - \kappa \left(\frac{\mu_B^2}{T_c^2}\right)\right),$$  (6.19)
with the curvature parameter $\kappa = 0.0135$ determined from lQCD calculations by Bonati et al. (full red line) [167]. Apparently, the transition from the IHRG agrees well with the chiral phase transition, while the freeze-out curve shows a much steeper decrease, since it signals the freeze-out for inelastic hadronic scattering.

The locations of the critical points differ substantially, but they are all located at baryon chemical potentials larger than $\mu_B/T = 3$. The Dyson-Schwinger prediction is closest to that line. Apart from this all other predictions are at baryon chemical potentials larger than $\mu_B = 700$ MeV. This corresponds to $\sqrt{s} \approx 3.1$ GeV or a beam energy of $T_{\text{kin}} \approx 4$ AGeV. We have shown the occupancy of the phase diagram in such collisions in Fig. 6.10(b). One probes indeed baryon chemical potentials of $\mu_B \approx 700$ MeV at these energies, but dominantly at much lower values of $\mu_B$. The majority of the system will therefore not pass the vicinity of the (potential) critical point.

Another difficulty for the search of the critical point arises from the lower compression rates in heavy-ion collisions at lower beam energies. As the medium gets less compressed, the energy density in the center of the collision will decrease and it becomes more unlikely, that a partonic phase is formed. We show in Fig. 6.13 the partonic energy fraction -defined by the ratio of the energy stored in the partonic phase to the total energy- determined in PHSD simulations of central Au+Au collisions at different beam energies. The largest beam energy of 80 AGeV corresponds to $\sqrt{s} = 12.3$ GeV or a freeze-out chemical potential of $\mu_B = 300$ MeV, the lowest of 3 AGeV to $\sqrt{s} = 2.7$ GeV or $\mu_B = 750$ MeV. As expected we find a decrease in the partonic energy fraction at lower
beam energies, at 10 AGeV the fraction has already diminished to 5% and at 5 AGeV to 1.5%. These values will decrease even further if one considers peripheral collisions with a larger impact parameter [145].

The default hadron-parton transition in PHSD is at a constant energy density of $\epsilon_c \approx 0.5$ GeV/fm$^3$. We calculate additionally the partonic energy fraction for a critical energy density of $\epsilon_c \approx 0.4$ GeV/fm$^3$ to investigate the dependence on different transition conditions. One would expect a larger partonic phase in this simulations, but the fraction does not change substantially. The results in Fig. 6.13 signal very small fractions of partonic matter in heavy-ion collisions at low beam energies regardless of the precise transition condition. However, if the system does not become partonic, it is impossible to study the deconfinement phase transition. Any transition observed at these energies can only correspond to a chiral phase transition (in the hadronic phase).

It becomes apparent that it will be very hard to identify a critical point in the $T-\mu_B$ plane experimentally. With decreasing beam energy, lower temperatures and higher baryon chemical potentials are reached, but the spread in $T$ and $\mu_B$ is very large at all bombarding energies of interest and any signal of criticality will be interfered by regular signals. Furthermore, if the critical point is located at large baryon chemical potential, it can only be probed at the lowest beam energies that might not be able to excite the system strong enough to cross the critical point. Theoretical predictions are also not reliable. Ab initio calculations in terms of lQCD simulations are hindered by the sign problem while the predictions from effective models show huge spreads for the locations of the critical point. The biggest uncertainties originate from repulsive interactions that shift the critical point to smaller temperatures or causing it entirely to disappear. Ultimately it is not clarified if QCD features a critical point or not.
7 Summary and Outlook

The QCD equation of state is an important ingredient to understand the physics of relativistic heavy-ion collisions. Collisions at very large beam energies probe systems with almost vanishing net-baryon densities, where lQCD can predict the properties of the medium (in equilibrium). As the beam energy is lowered the collisions create systems with finite net-baryon densities, their equivalent is a medium with a finite baryon chemical potential. The theoretical input for these collisions have to be provided by different models. We discussed in this thesis effective models for the thermodynamic properties of QCD in the confined and the deconfined phase. We used the lQCD equation of state to fix the properties of the models at vanishing baryon chemical potential and discussed their extension to finite $\mu_B$.

In the deconfined phase we employed a partonic quasiparticle model. The DQPM treats quarks and gluons as effective quasiparticles with complex (medium-dependent) self-energies. The real part of the selfenergies defines the effective mass (squared) of the quasiparticles and the imaginary part the width of the spectral functions. In the mean-field approximation the width is usually neglected and the theory omits off-shell effects that emerge due to interactions of the particles. The width defines the inverse relaxation time of these scattering processes, which allows for a direct calculation of transport coefficients in the relaxation time approximation. The DQPM can not only reproduce the static properties of QCD, i.e. the equation of state, but also the transport dynamics. A known flaw of quasiparticle models is their underestimation of the QCD equation of state at finite baryon chemical potential. It is not possible to tune standard quasiparticle models to describe simultaneously the equation of state and the susceptibilities as provided by lQCD calculations. This is connected to the momentum-independence of the selfenergies. At very high momenta the quark and gluon propagators should resemble their massless bare propagators, but this is not fulfilled in quasiparticle approaches. To this aim we extended the DQPM and introduced an explicit three-momentum dependence into the selfenergies. As the three-momentum (relative to the medium) rises, the selfenergies will vanish which ensures the correct perturbative limit of the propagators. With this generalized quasiparticle model, denoted by DQPM*, we could successfully reproduce the equation of state and the baryon number susceptibility in a single quasiparticle approach. The resulting equation of state at moderate baryon chemical potentials is consistent with the lQCD predictions. To extend the model to even larger $\mu_B$ we had to define the effective coupling for finite baryon chemical potentials. At $\mu_B = 0$ we used the lQCD equation of state to determine the coupling, but this is not possible at $\mu_B \neq 0$. 

167
Instead we utilized thermodynamic consistency to control the extension. Quasiparticle models can not directly access the thermodynamic potential, so they are not thermodynamic consistent by design. Using the Maxwell relation between the entropy density and the baryon number density we derived a differential equation for the effective coupling at finite $\mu_B$. By solving this equation we ensured that our quasiparticle model fulfills the Maxwell relation and therefore also thermodynamic consistency, thus defining the model at arbitrary chemical potentials. The equation of state calculated with the effective coupling -derived from the Maxwell relation- agrees with the results from an earlier ansatz for the effective coupling at finite $\mu_B$, which was based on scaling properties, at small baryon chemical potentials $\mu_B < 300$ MeV. This shows that previous DQPM/DQPM* results were indeed thermodynamic consistent for moderate baryon chemical potentials.

With the extended DQPM* we predicted the equation of state as well as the shear and bulk viscosity and the electric conductivity at finite baryon chemical potentials up to $\mu_B = 900$ MeV, exceeding previous predictions by far.

The flow equation derived from the Maxwell relation can be easily extended to incorporate also strange and charge chemical potentials. We put no constrains on $\mu_Q$ but discussed two important cases for $\mu_S$, i.e. strict strangeness neutrality $N_S = 0$ and the equivalence of all three flavors $\mu_s = \mu_{u,d}$. However, the effective coupling showed only small differences between these two cases. In future works we will also consider the extension to arbitrary charge and strange chemical potentials. Especially the case of $N_S = 0$ and $N_Q/N_B = 0.4$ is of great interest as this is the only case for which higher-order baryon number susceptibilities have been predicted by lQCD. While the susceptibilities of second order are completely defined by the $\mu = 0$ equation of state, the higher-order susceptibilities contain corrections from finite chemical potentials. Comparing them to lQCD predictions allows some insights into the finite $\mu$-behavior of the selfenergies. This should further improve our predictions for large chemical potentials.

The DQPM/DQPM* as an effective approach is not based on the actual symmetries of QCD and uses only partonic degrees of freedom. It can neither describe confinement nor chiral symmetry breaking/restoration. This limits the application range of the model to the fully deconfined part of the QCD phase diagram since it misses the correct dynamics to describe the vicinity of the phase transition or the confined phase. An approach that is based on chiral symmetry is the effective NJL and the Polyakov extended NJL model. Both approaches employ also only partonic degrees of freedom, but these differ substantially from the DQPM quasiparticles, which become very heavy at large temperatures, scaling with $M \sim T$. In the NJL the quarks are massive in the chiral broken phase and become almost massless in the restored phase. This is due to the chiral condensate that generates the quark masses and approximately vanishes when the symmetry gets restored. However, NJL-type models drastically underestimate the equation of state in the chiral broken phase and have an unphysical small shear viscosity in the restored phase that violates the KSS-limit. Nevertheless, they can access the equation of state and the order parameters. We used the models to study the connection between a crossover phase transition and the equation of state. Unfortunately, we could not find a direct relation between the two and it was not possible to define the phase transition from only the equation of state.
At low temperatures and chemical potentials quarks and gluons are not the appropriate
degrees of freedom and one should employ hadronic models to describe QCD. At small
net-baryon densities the hadrons interact predominantly through resonant scatterings
and the effects of the interactions can be easily incorporated by introducing the formed
resonances as a non-interacting particles. This HRG, despite being very simple, can de-
scribe the IQCD equation of state and susceptibilities. However, to reproduce the data
close to the critical temperature one requires an enormous amount of hadrons, many
of them not confirmed by experiment. At large densities and small temperatures the
nature of the interactions changes and they are dominated by meson exchanges, which
are not included in the HRG. At $T = 0$ a precise tuning between attractive and re-
pulsive interactions is necessary to generate stable nuclear matter. The most advanced
approach that can reproduce the nuclear equation of state are Dirac-Brueckner calcula-
tions. This approach is very complicated and can not be extended towards the whole
phase diagram. Nevertheless, it is possible to parametrize the most important results
within a relativistic mean-field theory with density-dependent coupling constants, that
emerge naturally in the Dirac-Brueckner framework. The attractive interactions are then
mediated by the scalar $\sigma$-meson and the repulsive interactions by the vector $\omega$-meson.
At finite temperature additional hadrons besides nucleons populate the system and will
also interact via meson exchange. We treat the mesons as non-interacting and include
important baryons into the relativistic mean-field approach. Currently we consider only
nucleons and $\Delta$-resonances as interacting particles. The resonant scatterings (emerging
at finite temperature) are treated in the same way as in the HRG, by introducing the res-
onances as non-interacting particles. The resulting interacting HRG is compatible with
the IQCD equation of state at $\mu = 0$ and Dirac-Brueckner results at $T = 0$. The IHRG is
a purely hadronic model and therefore only applicable to the confined part of the phase
diagram. It does not contain chiral symmetry explicitly, but by employing low-energy
QCD theorems we calculated the chiral condensate from hadronic low-energy constants.
With the approach developed in Ref. [147] we linked the condensate to the strangeness
production in heavy-ion collisions. This probes exclusively the attractive interactions.
We found a good agreement between PHSD simulations and experimental data. Chiral
symmetry restoration had a huge effect on the abundances of strange hadrons produced
in the simulations and could drastically improve the predictions of the simulations and
led to the first microscopic explanation of the famous "horn" in the $K^+/\pi^+$ ratio. This
served as an independent verification of the attractive interaction in the IHRG.
The DQPM$^*$ and the IHRG are both defined on the level of their selfenergies. This
allows an immediate realization of the two approaches in a transport model on the basis
of the Kadanoff-Baym equations. For the standard DQPM this is already done and it
is used to model the partonic phase in the PHSD transport approach.
With the DQPM$^*$ and the IHRG defined in the whole $T$-$\mu_B$ plane we could construct
the QCD equation of state from the IHRG in the confined and the DQPM$^*$ in the decon-
 fined phase. In order to describe the whole equation of state we had to switch from one
model at the other. This corresponds to the change from hadronic to partonic degrees
of freedom and is therefore connected to the deconfinement transition. At $\mu = 0$ one
can determine the transition condition from IQCD, but at finite chemical potential it is
not defined by first principles. Nevertheless, simulations of ultra-relativistic heavy-ion collisions need to incorporate the effects of the partonic phase to achieve a satisfying description of the experimental measurements. An often used transition condition is a constant energy density. In accordance with heavy-ion simulations we defined the transition at a constant value of the energy density or the pressure. This approach might not lead to a mixed phase but is justified if the transition region is very narrow. We calculated the lines of constant pressure and energy density in the $T$-$\mu_B$ plane for both approaches and defined the phase boundary at an energy density of $\epsilon_c \approx 0.4$ GeV/fm$^3$ or a pressure of $P_c \approx 63$ MeV/fm$^3$. In this way the transition at $\mu = 0$ is at a critical temperature of $T_c \approx 158$ MeV which is close to the critical temperature predicted by lQCD. We found similar phase boundaries for the IHRG and the DQPM* up to baryon chemical potentials of roughly 400 MeV. In this region it is possible to construct a continuous crossover transition between the two models, but at larger baryon chemical potentials the transition lines split up and a transition would induce rapid changes of the temperature and the chemical potential. The separation of the phase boundary is attributed to different boundary conditions of the two models at large densities. The DQPM* is only constrained by thermodynamic consistency, but the IHRG has to reproduce the nuclear equation of state. This dictates the behavior of the IHRG at large baryon chemical potentials and forces the equation of state to rise much stronger than the DQPM* at finite $\mu_B$. To increase the pressure at $\mu_B \neq 0$ and to describe the IHRG phase boundary the DQPM* requires a much larger net-baryon density which can only be achieved if the light quark masses become smaller compared to the default model. We used a simple quasiparticle model without effective widths and forced the light quark mass to drop at a sufficient rate to reproduce the phase boundary of the IHRG. Unfortunately, thermodynamic consistency required a steep rise of the strange quark and the gluon masses to the point that they became too heavy to contribute to the equation of state. Within the modified quasiparticle model we could describe the IHRG phase boundary up to $\mu_B \approx 450 - 600$ MeV. However, as soon as the strange quarks and gluons decouple from the system, the phase boundaries will separate again. When the light quarks become the only remaining degrees of freedom in the system, the functional form of the light quark mass is constrained by thermodynamic consistency. This restricts the drop of the mass as a function of the chemical potential and the pressure rises too slowly to reproduce the IHRG results. It seems impossible for a quasiparticle model to reproduce the equation of state of a hadronic model with a realistic nuclear equation of state and any transition between the two models would become a first-order transition at large $\mu_B$. However, this is no indication of a critical point in the QCD phase diagram; instead it is merely a shortcoming of the quasiparticle models that are no longer valid under these conditions.

The only possibility to probe the QCD phase diagram is by heavy-ion collisions, but the matter in the collisions is out-of-equilibrium and it is therefore not trivial to connect it to equilibrium properties like temperature and chemical potential. We simulated heavy-ion collisions at beam energies between 2 and 11 AGeV with the PHSD transport approach. At late times after the initial collisions it is actually possible to find locally a medium that is close to equilibrium. We extracted the temperatures and the baryon chemical...
potentials and determined the occupancies of the phase diagram in the collisions. As expected we found lower temperatures and larger baryon chemical potentials at lower beam energies. However, the collisions probe very large fractions of the phase diagram, even at the lowest beam energies of 2 AGeV.

So far the phase diagram has only been studied by collisions at larger beam energies. We compared our results to the freezeout temperatures and chemical potentials extracted from the beam-energy scan (BES) program at RHIC. The freezeout parameters describe the whole system by a single temperature and baryon chemical potential, but they are a reliable indicator of the baryon chemical potentials reached. The lowest energy in the BES corresponded to a center of mass energy of \( \sqrt{s} \approx 7.7 \) GeV and reached a baryon chemical potential of \( \mu_B \approx 400 \) MeV. This is still within the range of the crossover transition between the DQPM* and the IHRG. The equation of state defined by these two models can therefore be used to describe the physics at low beam energies down to \( \sqrt{s} \approx 7.7 \) GeV. With the modified quasiparticle model we could construct a crossover equation of state up to \( \mu_B \approx 600 \) MeV. This corresponds to a collision energy of \( \sqrt{s} \approx 4.3 \) GeV or a beam energy of 9 AGeV. Comparing the baryon chemical potential to the phase diagram occupancies from PHSD simulations, we found that the freezeout chemical potential is merely the largest baryon chemical potential probed by the medium in the collisions, the bulk of the fireball probes a much lower \( \mu_B \). This has serious consequences for the search of the critical point. The system will only partly cross its location with the majority evolving at different temperatures and chemical potentials. The extraction of the critical signals from the large quantity of non-critical ones will be an extremely difficult task. In the first phase of the BES no signals of a critical point have been found. However, most theoretical models predict it at baryon chemical potentials exceeding \( \mu_B \approx 700 \) MeV. These conditions can be met at beam energies below 8 AGeV, but the collision energy at these beam energies are very small and might not provide the necessary compression rates to drive the system across the phase boundary. Using PHSD we estimated the fraction of energy that is stored in the partonic phase for heavy-ion collisions at small beam energies and found that at a beam energy of 8 AGeV, less than 5% of the available energy is stored in the partonic medium. This might be insufficient to detect any signals of a critical point or a phase transition. With the necessity for low beam energies on one side and insufficient compression rates at the other, it is obvious that the search for the critical point will be one of the most challenging projects imaginable. However, even if the existence of the critical point can not be confirmed by future experiments, they will still provide valuable data that will help to understand the properties of hot QCD matter also at large baryonic densities.
A Appendix

A.1 Grand-canonical potential in propagator representation

The DQPM has no Lagrangian and defines the thermodynamics from the grand-canonical potential in propagator representation. The potential was originally derived for systems of non-relativistic fermions by Luttinger and Ward [391] and Baym [392] and later extended to relativistic systems with fermions and bosons [393, 394]. An alternative approach, that leads to the same results, is the Cornwall-Jackiw-Tomboulis (CJT) formalism that starts from the effective action [395].

We first introduce the functional $W$ which is the negative logarithm of the generating functional $Z$. The functional $W$ can also be defined out-of equilibrium but if one considers it for an equilibrium system it is proportional to the thermodynamic potential $\Omega$ of the system,

$$-\ln Z = W = \beta \Omega,$$

with $\beta$ denoting the inverse temperature. For a relativistic many-body system in terms of the full propagators it is given by [393]

$$\beta \Omega[D, S] = \frac{1}{2} \text{Tr} [\ln D^{-1} - \Pi D] - \text{Tr} [\ln S^{-1} - \Sigma S] + \Phi[D, S].$$  \hspace{1cm} (A.2)

In this expression $D$ is the fully dressed bosonic propagator describing the gluon degrees of freedom and $S$ the fully dressed fermionic propagator describing the (anti)quark degrees of freedom; $\Pi$ and $\Sigma$ are the corresponding selfenergies defined by the Dyson equations,

$$D^{-1} = D_0^{-1} + \Pi, \quad S^{-1} = S_0^{-1} + \Sigma,$$

where $D_0^{-1}$ and $S_0^{-1}$ are the bare propagators and $-\Phi[D, S]$ is the sum of the 2-particle-irreducible “skeleton” diagrams build from the full propagators $D$ and $S$. The selfenergies follow selfconsistently from $\Phi$ by functional variation with respect to the full propagators,

$$\frac{\delta \Phi}{\delta D} = \frac{1}{2} \Pi, \quad \frac{\delta \Phi}{\delta S} = -\Sigma.$$  \hspace{1cm} (A.4)

If the selfenergies are obtained in this way, the approach obeys energy-momentum, angular momentum and particle number conservation, even in non-equilibrium [392].
To prove that $W$ is indeed a thermodynamic potential \textsuperscript{15} we have to show that it is stationary under variations of the propagators,

$$\frac{\delta W}{\delta D} = \frac{\delta W}{\delta S} = 0. \quad (A.5)$$

This is equivalent to the stationary condition of the thermodynamic potential from Eq. (2.12). The variation of $\Phi$ follows from the definition of the selfenergies

$$\delta \Phi = \frac{1}{2} \text{Tr} \Pi \delta D - \text{Tr} \Sigma \delta S. \quad (A.6)$$

We also use

$$\delta \ln D^{-1} = (D^{-1})^{-1} \delta D^{-1} = D \delta D^{-1}. \quad (A.7)$$

We will now evaluate the traces in Eq. (A.2) to bring the thermodynamic potential in a form that allows us to derive the entropy and the particle number. We take the trace over the continuous quantum numbers in 4-momentum space. The momentum summation turns into an integration

$$\sum_{\mathbf{p}} \rightarrow V \int \frac{d^3p}{(2\pi)^3}, \quad (A.8)$$

while the energy summation has to be performed over Matsubara frequencies,

$$\omega \rightarrow i\omega_n = i\pi n T - \mu, \quad (A.9)$$

with $n$ even for bosons and odd for fermions, to include finite temperature effects \textsuperscript{396}. We evaluate these by standard techniques and turn the summation via the residue theorem into a contour integration \textsuperscript{107}. Therefore we use the Bose- and Fermi-distribution functions,

$$n_B(\omega) = \frac{1}{\exp \left( \frac{\omega}{T} \right) - 1}, \quad n_F(\omega) = \frac{1}{\exp \left( \frac{\omega - \mu}{T} \right) + 1}, \quad (A.10)$$

\textsuperscript{15}W is a (dimensionless) entropic thermodynamic potential. The corresponding energy potential is the grand-canonical potential $\Omega$. 

that have poles at the Matsubara frequencies. Their residues are given by
\[ \text{Res}_{\omega_n} n_B(i\omega_n) = \frac{T}{\exp(i\omega_n/T)} = T, \]
\[ \text{Res}_{\omega_n} n_F(i\omega_n) = \frac{T}{\exp(i\omega_n/T)} = -T. \]
(A.11)

With Eq. (A.11) and some deformation of the contour one finds the general relation
\[ T \sum_n h(i\omega_n) = \pm \oint \frac{dp_0}{2\pi i} n_{B/F}(p_0) \left[ h(p_0 + i0^+) - h(p_0 - i0^+) \right], \]
(A.12)
where the upper sign is for bosons and the lower for fermions. Since in this case \( h(p_0) \) is a function of propagators we can use the general propagator relation \[31\],
\[ G(p_0 + i0^+) - G(p_0 - i0^+) = -iA(p_0) = 2i \text{Im}G^R, \]
(A.13)
and apply it to \( h \).\[16\] This leads to the expression,
\[ \frac{\Omega}{V} = \text{Tr} \int \frac{d^3p}{(2\pi)^3} \frac{d\omega}{2\pi} n_B(\omega) \text{Im}(\ln(D^{-1}) - \Pi D) \]
\[ + 2 \text{Tr} \int \frac{d^3p}{(2\pi)^3} \frac{d\omega}{2\pi} n_F(\omega) \text{Im}(\ln(S^{-1}) - \Sigma S) + \frac{T}{V} \Phi[D, S], \]
(A.14)

for the thermodynamic potential. The remaining traces run over the discrete quantum numbers and lead to degeneracy factors \( (d_g, d_q, d_{\bar{q}}) \) and in case of fermions to a distinction between fermions and antifermions,
\[ \frac{\Omega}{V} = d_g \int \frac{d^3p}{(2\pi)^3} \frac{d\omega}{2\pi} n_B(\omega) \left( \text{Im} \ln(D^{-1}) - \text{Im}\Pi \text{Re}D - \text{Re}\Pi \text{Im}D \right) \]
\[ + d_q \int \frac{d^3p}{(2\pi)^3} \frac{d\omega}{2\pi} n_F(\omega) \left( \text{Im} \ln(S^{-1}) - \text{Im}\Sigma \text{Re}S - \text{Re}\Sigma \text{Im}S \right) \]
\[ + d_{\bar{q}} \int \frac{d^3p}{(2\pi)^3} \frac{d\omega}{2\pi} n_{\bar{F}}(\omega) \left( \text{Im} \ln(S^{-1}) - \text{Im}\Sigma \text{Re}S - \text{Re}\Sigma \text{Im}S \right) \]
\[ + \frac{T}{V} \Phi[D, S], \]
(A.15)

Note that we treat all the fields in the DQPM as scalar particles. This allows for an easy evaluation of the discrete traces although we rather have to sum over spinor indices in case of fermions. We justify this as follows. We have shown the thermodynamic potential for systems without interactions in Sec. 2.2.\[16\]

\[ \text{In the propagator representation} \]

\[ ^{16} \text{We can rewrite the selfenergy term into } \Sigma G = (G^{-1} - G_0^{-1})G = 1 - G_0^{-1}G, \text{ which is linear in } G. \]
For the logarithmic part we use the power series \( \ln(G^{-1}) = -\ln G = \sum a_i G^i \). The powers \( G^i \) are higher-order propagators in the Hartree approximation that fulfill also the propagator relation.
this is the limit $\Pi = \Sigma = \Phi = 0$ and $D \to D_0$, $S \to S_0$. The potential is then given by

$$W_0^B = \beta \Omega_0^B = - \ln Z_0^B = \frac{1}{2} \text{Tr} \ln D_0^{-1},$$

(A.16)

$$W_0^F = \beta \Omega_0^F = - \ln Z_0^F = - \text{Tr} \ln S_0^{-1},$$

(A.17)

which is equivalent to Eq. (2.26). Evaluating the traces leads to the formulae (2.28) and (2.29) [107]. We will only get the right degeneracy for the fermions if the fermionic propagator has the full Dirac structure. However, the spinor structure of the fermions does not include any other features into the thermodynamic potential instead of a degeneracy factor and a different quantum statistic, see Eq. (2.33). If the interactions are spin-independent we can assume that this holds also for the interacting potential. We will therefore neglect the Dirac structure of the fermions and include the degeneracy factor for the spin simply into $d_q$ and $d_{\bar{q}}$. In case of QCD this leads to $d_q = d_{\bar{q}} = 2 \times N_c \times N_f = 18$ and $d_g = 2 \times (N_c^2 - 1) = 16$.

With Eq. (A.15) we have simplified the thermodynamic potential as far as possible. The integrals could be calculated if the physical solutions of the Green’s functions were known, but the functional $\Phi[D, S]$ is too complicated to be solved analytically in general. Nevertheless, we will proceed to determine the entropy density and the particle density from the potential in a thermodynamically consistent way by using Eqs. (2.18) and (2.19). We demonstrate the procedure for the entropy density following the arguments from Refs. [148, 149, 150]. The particle density follows in the same way and uses the same line of arguments [150].

Thanks to the stationary condition of the thermodynamic potential (A.7) we get no contribution from the thermal dependence of the propagators

$$\frac{\partial \Omega}{\partial T} = \frac{\partial \Omega}{\partial T} \bigg|_{D,S} + \frac{\delta \Omega}{\delta D} \frac{\partial D}{\partial T} + \frac{\delta \Omega}{\delta S} \frac{\partial S}{\partial T}.$$  

(A.18)

This leads to the entropy density $s = s^{dp} + s'$ with

$$s^{dp} = - d_q \int d^4p \frac{\partial n_B}{\partial T} \left( \text{Im} \left( \ln D^{-1} \right) - \text{Im} \Pi \text{Re} D \right)$$

$$- d_q \int d^4p \frac{\partial n_F}{\partial T} \left( \text{Im} \left( \ln S^{-1} \right) - \text{Im} \Sigma \text{Re} S \right)$$

(A.19)

$$- d_{\bar{q}} \int d^4p \frac{\partial n_{\bar{F}}}{\partial T} \left( \text{Im} \left( \ln S^{-1} \right) - \text{Im} \Sigma \text{Re} S \right),$$

that contains only separate contributions for the different quasiparticle species, and

$$s' = d_q \int d^4p \frac{\partial n_B}{\partial T} \text{Re} \Pi \text{Im} D + d_q \int d^4p \frac{\partial n_F}{\partial T} \text{Re} \Sigma \text{Im} S$$

$$+ d_{\bar{q}} \int d^4p \frac{\partial n_{\bar{F}}}{\partial T} \text{Re} \Sigma \text{Im} S - \frac{\partial}{\partial T} \left( \frac{T}{V} \Phi \right),$$  

(A.20)
that contains also residual interactions between the particles. We used here the abbreviation
\[ \int d^4 p = \int d^3 p \, \frac{d\omega}{2\pi} = \int \frac{d^3 p}{(2\pi)^3} \frac{d\omega}{2\pi}. \] (A.21)

The contribution of \( s' \) containing the functional \( \Phi \) is still not calculable. Fortunately, it was shown in Refs. [148, 149, 150] that the contributions in \( s' \) compensate each other such that \( s' \) vanishes at 2-loop order for a scalar theory with cubic and quartic interactions. Furthermore, this is a topological feature that also holds for QCD [78, 79, 150]. The entropy density is then the sum of the gluon, the quark and the antiquark contribution separately, 
\[ s = s_g + s_q + s_{\bar{q}}. \]

By rewriting the imaginary part of the logarithm,
\[ \text{Im} \ln(D^{-1}) = \pi \text{sgn}(\text{Im}D^{-1})\Theta(-\text{Re}D^{-1}) + \arctan \left( \frac{\text{Im}D^{-1}}{\text{Re}D^{-1}} \right), \] (A.22)

we split the entropy density in two separate parts 
\[ s = s^{(0)} + \Delta s. \]
The first term \( s^{(0)} \) does not vanish, when the imaginary part of the propagator, i.e. the interaction, vanishes. We call it the on-shell part,
\[ s^{(0)} = -d_g \int d^4 p \, \frac{\partial n_B}{\partial T} \pi \text{sgn}(\text{Im}D^{-1})\Theta(-\text{Re}D^{-1}) \]
\[ -d_q \int d^4 p \, \frac{\partial n_F}{\partial T} \pi \text{sgn}(\text{Im}S^{-1})\Theta(-\text{Re}S^{-1}) \] (A.23)
\[ -d_{\bar{q}} \int d^4 p \, \frac{\partial n_{\bar{F}}}{\partial T} \pi \text{sgn}(\text{Im}S^{-1})\Theta(-\text{Re}S^{-1}). \]

The remaining part \( \Delta s \) is the off-shell contribution to the entropy density, which vanishes if the interaction goes to zero,
\[ \Delta s = d_g \int d^4 p \, \frac{\partial n_B}{\partial T} \left( \text{Im} \Pi \text{Re}D - \arctan \left( \frac{\text{Im}D^{-1}}{\text{Re}D^{-1}} \right) \right) 
+ d_q \int d^4 p \, \frac{\partial n_F}{\partial T} \left( \text{Im} \Sigma \text{Re}S - \arctan \left( \frac{\text{Im}S^{-1}}{\text{Re}S^{-1}} \right) \right) \] (A.24)
\[ + d_{\bar{q}} \int d^4 p \, \frac{\partial n_{\bar{F}}}{\partial T} \left( \text{Im} \Sigma \text{Re}S - \arctan \left( \frac{\text{Im}S^{-1}}{\text{Re}S^{-1}} \right) \right). \]

Without the contribution from the functional \( \Phi \), we can finally evaluate the entropy density for a given set of propagators.
The particle density follows in the same way as the entropy density [150]. We get no contributions from the dependence of the propagators on the chemical potential due to the variational stability of the thermodynamic potential,
\[ \frac{\partial \Omega}{\partial \mu} = \frac{\partial \Omega}{\partial \mu}|_{D,S} + \frac{\delta \Omega}{\delta D} \frac{\partial D}{\partial \mu} + \frac{\delta \Omega}{\delta S} \frac{\partial S}{\partial \mu}. \] (A.25)
Since the gluon distribution function is independent from the chemical potential, we have only contributions from quarks and antiquarks. Like the entropy, the density can be split into two parts
\[ n = n^{dqp} + n', \]
where the contribution \( n' \) cancels at 2-loop order \[150]. As for the entropy we split \( n^{dqp} \) into an on-shell and an off-shell contribution
\[ n = n^{dqp} = n^{(0)} + \Delta n. \]
The on-shell part is then given by:
\[
n^{(0)} = -d_q \int_{d^4p} \frac{\partial n_F}{\partial \mu} \pi \text{sgn}(\text{Im}S^{-1}) \Theta(-\text{Re}S^{-1}) \tag{A.26}
\]
\[
- d_{\bar{q}} \int_{d^4p} \frac{\partial n_{\bar{F}}}{\partial \mu} \pi \text{sgn}(\text{Im}S^{-1}) \Theta(-\text{Re}S^{-1}).
\]
The only difference to the on-shell entropy density \( \text{(A.23)} \) is, that one has the derivative of the distribution function with respect to the chemical potential \( \mu \) and not with respect to the temperature \( T \). The same holds for the off-shell part:
\[
\Delta n = d_q \int_{d^4p} \frac{\partial n_F}{\partial \mu} \left( \text{Im} \Sigma \text{Re}S - \text{arctan} \left( \frac{\text{Im}S^{-1}}{\text{Re}S^{-1}} \right) \right) \tag{A.27}
\]
\[
+ d_{\bar{q}} \int_{d^4p} \frac{\partial n_{\bar{F}}}{\partial \mu} \left( \text{Im} \Sigma \text{Re}S - \text{arctan} \left( \frac{\text{Im}S^{-1}}{\text{Re}S^{-1}} \right) \right).
\]
The contribution from the antiquarks has always the opposite sign of the quark contribution due to \( \frac{\partial n_{\bar{F}}}{\partial \mu} = -\frac{\partial n_F}{\partial \mu} \). In the limit of zero chemical potential, when the propagators for quarks and antiquarks are equal, the densities will cancel and the net quark density is zero.

A.2 DQPM thermodynamics

The DQPM is the combination of the quasiparticle entropy \( \text{(A.19)} \) with the Breit-Wigner spectral functions \( \text{[3.5]} \) \[78, 79\]. It supersedes the earliest quasiparticle models that incorporated only an effective mass \[151, 152\]. We will now apply the corresponding propagators \( \text{(3.3)} \) and selfenergies \( \text{(3.4)} \) to further simplify the entropy density \( s = s^{(0)} + \Delta s \) and the particle density \( n = n^{(0)} + \Delta n \). Using the explicit form we can rewrite the on-shell entropy density for an arbitrary particle as
\[
s^{(0)} = - \int d^4p \frac{\partial n_{B/F}}{\partial T} \pi \text{sgn}(\text{Im}D^{-1}) \Theta(-\text{Re}D^{-1})
\]
\[
= - \int d^4p \frac{\partial n_{B/F}}{\partial T} \pi \text{sgn}(-2\gamma\omega) \Theta(\omega^2 - p^2 - M^2) \tag{A.28}
\]
\[
= \int d^4p \int_0^{\infty} d\omega \frac{\partial n_{B/F}}{\partial T} \Theta(\omega^2 - p^2 - M^2).
\]
In the last line we used that the width \( \gamma \) is always positive such that we can rewrite the sign-function into \( \text{sgn}(-2\gamma\omega) = \text{sgn}(\omega) = -\text{sgn}(\omega) \). The whole integrand is then
an even function of $\omega$ and we can restrict the integration to positive $\omega$. For the further simplification we introduce a function $\sigma(\omega)$ with $-\frac{\partial \sigma}{\partial \omega} = \frac{n_{B/F}}{T}$:

$$\sigma(\omega) = \frac{\omega - \mu}{T} n_B(\omega) - \ln \left(1 - e^{-(\omega - \mu)/T}\right), \quad \text{for Bosons,} \quad (A.29)$$

$$\sigma(\omega) = \frac{\omega - \mu}{T} n_F(\omega) + \ln \left(1 + e^{-(\omega - \mu)/T}\right), \quad \text{for Fermions.} \quad (A.30)$$

We can then explicitly perform the $\omega$-integration by integration by parts. The derivative of the $\Theta$-function is given by

$$\frac{\partial}{\partial \omega} \Theta(\omega^2 - p^2 - M^2) = 2\omega \delta(\omega^2 - p^2 - M^2)$$

$$= \frac{2\omega}{|2\omega_p|} \left(\delta(\omega - \omega_p) + \delta(\omega + \omega_p)\right) \quad (A.31)$$

where $\omega_p = \sqrt{p^2 + M^2}$ is the energy of a relativistic particle with the effective mass $M$. This leads to:

$$s^{(0)}(0) = \int d^3 p \int_0^\infty d\omega \frac{\partial n_{B/F}(\omega)}{\partial T} \Theta(\omega^2 - p^2 - M^2)$$

$$= -\int d^3 p \left[\sigma(\omega) \Theta(\omega^2 - p^2 - M^2)\right]_0^\infty + \int d^3 p \int_0^\infty d\omega \sigma(\omega)(\delta(\omega - \omega_p) + \delta(\omega + \omega_p))$$

$$= \int d^3 p \sigma(\omega_p) \quad (A.32)$$

$$= \frac{1}{2\pi^2} \int_0^\infty dp \ p^2 \left(\frac{\omega_p - \mu}{T} n_{B/F}(\omega_p) - S \ln \left(1 - S e^{-(\omega_p - \mu)/T}\right)\right),$$

with $S = 1$ for bosons and $S = -1$ for fermions. The on-shell entropy density is the entropy density for a system of non-interacting particles with the dispersion relation $\omega_p^2 = p^2 + M^2$. One can further simplify this expression by integrating the logarithm by parts, if the quasiparticle mass $M$ is momentum independent. This gives

$$-S \int_0^\infty dp \ p^2 \ln \left(1 - S e^{-(\omega_p - \mu)/T}\right) = \int_0^\infty dp \ \frac{p^4}{3\omega_p^2 T} n_{B/F} \quad (A.33)$$

and leads finally to the on-shell entropy density

$$s^{(0)}(0) = \frac{1}{2\pi^2 T} \int_0^\infty dp \ p^2 \left(\frac{4}{3} \frac{p^2 + M^2}{\omega_p} n_{B/F} - \mu n_{B/F}\right), \quad (A.34)$$

that is equivalent to Eq. (2.34). The off-shell part $\Delta s$, with the explicit form of the selfenergy and the propagator, reads

$$\Delta s = \int d^3 p \frac{\partial n_{B/F}(\omega)}{\partial T} \left(\text{Im} \Pi \text{Re} D - \arctan \left(\frac{\text{Im} D^{-1}}{\text{Re} D^{-1}}\right)\right) \quad (A.35)$$

$$= \int d^3 p \frac{\partial n_{B/F}(\omega)}{\partial T} \left(2\gamma \omega \frac{\omega^2 - p^2 - M^2}{(\omega^2 - p^2 - M^2)^2 + 4\gamma^2 \omega^2} - \arctan \left(\frac{2\gamma \omega}{\omega^2 - p^2 - M^2}\right)\right) .$$
The particle density is obtained in the same way. Here we use 
\[ M = \text{mass density,} \]
while they increase with increasing width. If the width becomes as large as the 
\[ \text{In general the rule holds that an increase of the mass decreases the entropy and the} \]
\[ \text{contribution to the density} \]
\[ \text{the same behavior for} \]
\[ \gamma = 50 \text{ MeV.} \]
\[ \text{It is positive for all energies smaller than the mass, but these parts are} \]
\[ \text{ nevertheless, it was shown in Ref.} \]
\[ \text{that the off-shell contribution to the entropy} \]
\[ \text{finite and positive. This is due to} \]
\[ \text{the decrease of} \]
\[ \text{for} \]
\[ \text{this function has} \]
\[ \text{has also} \]
\[ \text{the off-shell density} \]
\[ \text{but with the distribution function differentiated with respect to the chemical potential instead of the temperature.} \]
\[ \text{It also vanishes in the on-shell limit} \]
\[ \text{The entropy and particle density for QCD are obtained by considering gluons and quarks} \]
\[ \text{interacting particles with the dispersion relation} \]
\[ \text{zero chemical potential.} \]
\[ \text{This part of the entropy contains the imaginary part of the selfenergy and therefore the} \]
\[ \text{decrease of} \]
\[ \text{for} \]
\[ \text{and vanishes in the on-shell limit} \]
\[ \text{for} \]
\[ \text{the on-shell density then becomes the density of a system of non-interacting particles with the dispersion relation} \]
\[ \text{by replacing} \]
\[ \text{with the corresponding degeneracy factors. The expressions for antiparticles are obtained} \]
\[ \text{by a factor of} \]
\[ \text{momentum integration in} \]
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Figure A.1: The integrand $\text{A.38}$ as a function of the three-momentum $|p|$ for a mass of $M = 0.5$ GeV and a width of $\gamma = 50$ MeV, for various energies. The dotted line for an energy of $\omega = M/2$ is multiplied by a factor of 500. The discontinuity at $p^2 = \omega^2 - M^2$ is a finite jump from $-\pi/2$ to $\pi/2$. The black line for the energy $\omega = M$ jumps to zero for $|p| = 0$.

The reason is, that the propagator inside the light cone vanishes for $M = \gamma$, so one retains only the parts directly on the light cone [153]. This is characteristic for a massless particle.

To demonstrate the impact of the off-shell contribution we show in Fig. A.2 the ratio of the off-shell and the on-shell entropy $\Delta s/s^{(0)}$ from the DQPM for QCD, i.e. 36 quarks and 16 gluons, at vanishing chemical potential $\mu = 0$. The entropy is dominated by the on-shell contribution, the off-shell part gives only a small contribution of a few percent. The ratio decreases for increasing temperatures until it falls below 1% at $T = 500$ MeV. This explains the success of default quasiparticle models, that neglect the imaginary part of the selfenergies [81, 82, 163].

The pressure of the DQPM is unknown as we are still not able to calculate the functional $\Phi$ in Eq. (A.2) (see Appendix A.1), but we derived the entropy and the density using the thermodynamic relations

$$-\frac{\partial \Omega}{\partial T} = \frac{\partial P}{\partial T} = s, \quad -\frac{\partial \Omega}{\partial \mu} = \frac{\partial P}{\partial \mu} = n.$$  (A.40)
Figure A.2: The ratio between the off-shell $\Delta s$ and the on-shell contribution $s^{(0)}$ to the DQPM entropy density for QCD at vanishing chemical potential.

We calculate the pressure in a thermodynamically consistent way by integrating $s$ over $T$ or $n$ over $\mu$, respectively. At zero chemical potential the pressure is then given by

$$P(T) = \int_0^T s(T')dT' = \int_{T_0}^T s(T')dT' + P_0,$$

(A.41)

where $P_0 = P(T_0, \mu = 0)$ is an input parameter taken as $P_0 = 0.0003$ GeV$^4$ at $T_0 = 150$ MeV in accordance with lQCD calculations from Ref. [90]. If we further integrate over the particle density we also get the pressure at finite $\mu$,

$$P(T, \mu) = \int_0^T s(T', 0)dT' + \int_0^\mu n(T, \mu')d\mu'.$$

(A.42)

The energy density follows in a thermodynamically consistent way from Eq. (2.21).

An alternative approach suggested in Ref. [398] sets $T_0$ to infinity and uses the well-known Stefan-Boltzmann pressure for $P_0$. The equation of state then follows by integrating down in $T$ from infinitely large temperatures. This has the advantage, that one does not need $P_0$, but one has to make several assumptions to define the equation of state at the large temperatures needed.
A.3 Curvature parameter

The critical temperature of QCD is known only at vanishing chemical potential. At small chemical potentials it can be estimated by the curvature parameter \( \kappa \),

\[
\frac{T_c(\mu_B)}{T_c} = 1 - \kappa \left( \frac{\mu_B}{T_c} \right)^2 + \cdots .
\]  

(A.43)

This parameter can be calculated in lQCD simulations in terms of analytic continuation from imaginary chemical potentials or by Taylor expansions. It is also possible to determine the parameter from freezeout analysis of heavy-ion collisions where it follows from the freezeout temperature obtained by the statistical hadronization model. We show the curvature parameter from different groups in Fig. A.3. The blue circles are results from lattice calculations by analytic continuation \([167, 399, 400, 401, 402]\), the red triangles from lattice calculations via Taylor expansions \([403, 404, 405]\) and the green squares from freezeout analysis of heavy-ion collisions \([378, 379, 380]\).

Figure A.3: Curvature parameter \( \kappa \) from lQCD calculations and heavy-ion phenomenology. The blue circles were obtained from lattice calculations by analytic continuation from imaginary chemical potential \([167, 399, 400, 401, 402]\), the red triangles from lattice calculations via Taylor expansions \([403, 404, 405]\) and the green squares from freezeout analysis of heavy-ion collisions \([378, 379, 380]\).
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The critical temperature of QCD is known only at vanishing chemical potential. At small chemical potentials it can be estimated by the curvature parameter \( \kappa \),

\[
\frac{T_c(\mu_B)}{T_c} = 1 - \kappa \left( \frac{\mu_B}{T_c} \right)^2 + \cdots .
\]  

(A.43)

This parameter can be calculated in lQCD simulations in terms of analytic continuation from imaginary chemical potentials or by Taylor expansions. It is also possible to determine the parameter from freezeout analysis of heavy-ion collisions where it follows from the freezeout temperature obtained by the statistical hadronization model. We show the curvature parameter from different groups in Fig. A.3. The blue circles are results from lattice calculations by analytic continuation \([167, 399, 400, 401, 402]\), the red triangles from lattice calculations via Taylor expansions \([403, 404, 405]\) and the green squares from freezeout analysis of heavy-ion collisions \([378, 379, 380]\).

The result from Cea et al. \([399, 402]\) used \( N_f = 2 + 1 \) staggered fermions and the HISQ/tree gauge action. They fixed the ratio \( m_u/m_s = 1/20 \) and put the strange quark to its physical mass. Bonati et al. \([167, 400]\) used \( N_f = 2 + 1 \) stout improved staggered fermions and a tree level Symanzik gauge action. They used physical quark masses
and implied strangeness neutrality. The latter work used also a fixed ratio of charge to baryon number density of \(N_Q/N_B = 0.4\) to match the conditions in Au+Au collisions. The result from Bellwied et al. \cite{401} was obtained with \(N_f = 2+1+1\) four times smeared staggered fermions and a tree level Symanzik gauge action with physical quark masses and strangeness neutrality. Kaczmarek et al. \cite{403} used \(N_f = 2 + 1\) staggered fermions and the p4 action with physical quark masses and strangeness neutrality. Falcone et al. \cite{404} used the same action but with a pion mass of \(m_\pi = 220\) MeV and without strangeness neutrality. Endrodi et al. \cite{405} used stout improved staggered fermions and a Symanzik improved gauge action with physical quark masses and strangeness neutrality.

There is a clear difference between the curvature parameters obtained from analytic continuation and from the Taylor expansion with the \(\kappa\)'s from the analytic continuation being larger by a factor of two. The curvature parameters from the freezeout analysis \(\kappa^f\) do not correspond to the QCD phase transition but to the freezeout line, which marks the region in the phase diagram at which the system becomes so dilute, that inelastic collisions stop and the particle yields of the different hadron species do not change anymore. The \(\kappa^f\) from Ref. \cite{378} agrees with the \(\kappa\)'s from the analytic continuation and the more recent \(\kappa^f\)'s from Refs. \cite{379, 380} agree with the Taylor expansion. There is a recent analysis of freezeout data in terms of lQCD results that constrained the \(\kappa^f\)'s to \(\kappa^f < 0.011\) \cite{406}. This, however, is incompatible with the \(\kappa^f\) from Cleymans et al. \cite{378} and the \(\kappa\)'s from analytic continuation and would favor the smaller curvatures from the Taylor expansion. Nevertheless, when using freezeout data there are several limitations to consider, see Ref. \cite{407} for a recent discussion. The freezeout curve should be below the phase transition, which implies \(\kappa^f > \kappa\), but the freezeout temperature at vanishing chemical potential is usually above the critical temperature expected from lQCD calculations. One should also consider that the hadron yields after hadronization get influenced by the final (elastic) interactions, that change the extracted freezeout parameters. Moreover, since the medium in heavy-ion collisions is not in a thermodynamic equilibrium, different observables freeze out under different conditions and one can not define a unique freezeout temperature. All this problems have to be taken into account before one can relate the freezeout data to the real QCD phase transition. Given all the uncertainties in the freezeout analysis we assume the freezeout \(\kappa^f\)'s to not represent the actual trend of the critical temperature at small chemical potential. We will use the curvature parameters from analytic continuation that are more recent than the \(\kappa\)'s from Taylor expansions. After rescaling the \(\kappa\)'s of the two results from Cea et al. \cite{399, 402} with a factor \(2/3\) to account for the missing strangeness neutrality, we see that all five results are consistent with each other \(\kappa \approx 0.0135\).

### A.4 Thermodynamic consistent scaling hypothesis

The flow equation ensures the thermodynamic consistency of the DQPM/DQPM*, but is numerically much more expensive than the scaling hypothesis. Comparing the results from both approaches in Fig. 3.14 shows that the scaling hypothesis can indeed repro-
Figure A.4: Entropy and baryon number density for different temperatures as a function of the baryon chemical potential. The black lines show the thermodynamic consistent results derived from the flow equation and the black lines the results from the modified scaling hypothesis.

Reduce the baryon number density of the flow equation at small baryon chemical potentials, if the density is calculated from the quasiparticle density $n_{dq} = n^{(0)} + \Delta n$ given by Eqs. (A.36) and (A.37). This seems surprising at first, since the effective couplings of both approaches differ significantly even at small $\mu_B$, see Fig. 3.12. However, the density at small baryon chemical potentials is controlled by the susceptibility $\chi_B$,

$$n_B \approx \chi_B \cdot \mu_B,$$  

that is independent from the actual values of the effective coupling at finite $\mu_B$. These influence the density only at baryon chemical potentials larger than the temperature. We can use this fact to extend the agreement between the flow equation and the scaling hypothesis up to much larger chemical potentials. The scaling hypothesis assumes an elliptic shape of the critical temperature $T_c(\mu_B)$ at finite baryon chemical potential, cf. Eq. (3.38). The curvature of the ellipse is controlled by the parameter $\alpha = 0.974 \text{ GeV}^{-2}$, that we determined from phenomenology. We change the value of the parameter such
that the effective coupling coincides with the coupling from the flow equation at $\mu_B = 600$ MeV:

$$g^2_{\text{scaling}}(T, \mu_B = 600 \text{ MeV}) = g^2_{\text{flow}}(T, \mu_B = 600 \text{ MeV}).$$

We show in Fig. A.4 the entropy and the baryon number density for $T = 200$ MeV and $T = 350$ MeV with the modified $\alpha^*$. The results coincide with the predictions from the flow equation up to $\mu_B \approx 700$ MeV. Unfortunately, it is not possible to use the same value of $\alpha^*$ for all temperatures. Instead, we take the parameter as a function and determine its value for each temperature. The resulting $\alpha^*(T)$ is shown in Fig. A.5.

The function can be fitted by a polynomial of order 5 with the coefficients given by:

$$a_0 = -0.679 \quad a_1 = 19.45 \quad a_2 = -122.99$$

$$a_3 = 321.65 \quad a_4 = -307.79 \quad a_5 = 63.55.$$

The equation of state calculated from this modified scaling hypothesis agrees with the equation of state from the flow equation for all baryon chemical potentials smaller than 700 MeV and is therefore also thermodynamic consistent.

### A.5 Thermodynamic potential of the NJL model

The NJL model contains no gluons only quarks. The NJL Lagrangian is the free Dirac Lagrangian (2.25) with a space-time local 4-point-interaction that emerges from a Fierz-
transformation of the QCD Lagrangian \( \mathcal{L}_{NJL} \) \[2.44 \] \[228, 229 \]. For one flavor it reads
\[
\mathcal{L}_{NJL} = \bar{\Psi} (i\gamma^\mu \partial_\mu - m_0) \Psi + G \left( (\bar{\Psi} \Psi)^2 + (\bar{\Psi} i\gamma_5 \Psi)^2 \right). \tag{A.46}
\]
We solve the model in the mean-field approximation. For this we replace the fields in the interaction term by their expectation value:
\[
\bar{\Psi} \Psi = \langle \bar{\Psi} \Psi \rangle + \delta \bar{\Psi} \Psi \implies (\bar{\Psi} \Psi)^2 \approx \langle \bar{\Psi} \Psi \rangle^2 + 2 \langle \bar{\Psi} \Psi \rangle \delta \bar{\Psi} \Psi = 2 \langle \bar{\Psi} \Psi \rangle \bar{\Psi} \Psi - \langle \bar{\Psi} \Psi \rangle^2. \tag{A.47}
\]
The expectation value \( \langle \bar{\Psi} \Psi \rangle \) is the definition of the chiral condensate. The terms quadratic in the fluctuations are neglected in this approximation \( (\delta \bar{\Psi} \Psi)^2 \approx 0 \); the expectation value of the term in the isovector channel vanishes and gives no contribution \( \langle \bar{\Psi} i\gamma_5 \Psi \rangle = 0 \). The Lagrangian in mean-field approximation is then given by
\[
\mathcal{L}_{\langle NJL \rangle} = \bar{\Psi} \left( i\gamma^\mu \partial_\mu - (m_0 - 2G\langle \bar{\Psi} \Psi \rangle) \right) \Psi - G\langle \bar{\Psi} \Psi \rangle^2. \tag{A.48}
\]
We have pulled parts of the interaction in the mass term of the free Lagrangian where it gives rise to an effective quark mass \( M = m_0 - 2G\langle \bar{\Psi} \Psi \rangle \). This mass is independent from the fields but does depend on the medium. It illustrates the relation between chiral symmetry breaking and the constituent quark mass.

The NJL Lagrangian is not unique and one can add additional terms that give contributions in the mean-field limit. We use the three-flavor Lagrangian \[43\]:
\[
\mathcal{L}_{NJL} = \bar{\Psi} (i\gamma^\mu \partial_\mu - \hat{m}_0) \Psi + G \sum_{a=0}^8 \left( (\bar{\Psi} \lambda^a \Psi)^2 + (\bar{\psi} i\gamma_5 \tau^a \psi)^2 \right) - K \left( \det_f \left( \bar{\Psi} (1 + \gamma_5) \Psi \right) + \det_f \left( \bar{\Psi} (1 - \gamma_5) \Psi \right) \right). \tag{A.49}
\]
The \( \lambda^a \) are the Gell-Mann matrices in flavor space with \( \lambda^0 = \sqrt{2/3} \mathbf{1}_3 \) and \( \bar{\Psi} = (\bar{u}, \bar{d}, \bar{s}) \), \( \Psi = (u, d, s)^T \). The mean-field approximation of this Lagrangian reads,
\[
\mathcal{L}_{\langle NJL \rangle} = \sum_{u,d,s} \bar{q}_f (i\gamma^\mu \partial_\mu - M_f) q_f - 2G \left( \langle \bar{u}u \rangle + \langle \bar{d}d \rangle + \langle \bar{s}s \rangle \right) + 4K\langle \bar{u}u \rangle \langle \bar{d}d \rangle \langle \bar{s}s \rangle, \tag{A.50}
\]
with the effective masses
\[
M_i = m_{0i} - 4G\langle \bar{q}_i q_i \rangle + 2K\langle \bar{q}_f q_f \rangle \langle \bar{q}_k q_k \rangle, \tag{A.51}
\]
with \( i \neq j \neq k \). The model is solved once we determine the quark condensates \( \langle \bar{q}_f q_f \rangle \) and solve the gap equations \[A.51\]. There are various methods to derive the equations for the condensates. The standard way is to write down the Dyson equation, as shown in the reviews \[41, 162, 228, 229 \]. The interaction term in mean-field or Hartree-Fock approximation is just a closed quark loop that gives the expectation value of the quark propagator, i.e. the quark condensate. One has to evaluate this expectation value using methods from thermal field theory which leads to the equations for the condensates. Since we are interested in the condensates for finite temperature and chemical potential,
we will use thermodynamic consistency to derive the equations for the condensates. This approach leads to the same result and gives us also access to the thermodynamics. We will first derive the thermodynamic potential of the NJL model in mean-field approximation. We use that the condensates $\langle \bar{q}q \rangle$ in (A.50) are independent from the fields $\bar{q}$ and $q$ and therefore just normal C-numbers. We split the Lagrangian in a part that contains the operators and a part that contains the mean-fields $L_{MF}$. The mean-field Lagrangian is thus also a C-number. The other part $L_{Dirac}$, that contains the operators, is the free Lagrangian of a Dirac field with the effective masses (A.51). Thanks to this simple Lagrangian,

$$L_{NJL} = L_{Dirac} + L_{MF}, \quad (A.52)$$

we can use the results from Sec. 2.2 where we already calculated the thermodynamic potential for the free theory. The additional term $L_{MF}$ is easy to consider. As a C-number it commutes with the free Lagrangian. We will insert the separated Lagrangian $L_{NJL}$ in the path integral for the partition function (2.23) and evaluate directly the thermodynamic potential

$$\Omega = \frac{-T}{V} \ln \left( \int D\Psi D\bar{\Psi} \exp \left( \int_0^\beta d\tau \int d^3x \ L_{NJL} \right) \right) \quad (A.53)$$

The integration of $L_{MF}$ has to be evaluated in the context of thermal field theory where we use the imaginary-time formalism with $\tau = it$ in the boundaries $0 \leq \tau \leq \beta$ [229, 396], but since $L_{MF}$ is a C-number, we simply get

$$\int_0^\beta d\tau \int d^3x \ L_{MF} = \beta V L_{MF} = \frac{V}{T} L_{MF}. \quad (A.54)$$

The thermodynamic potential is then the sum of the non-interacting potential (2.29) with the effective masses (A.51) and the mean-field Lagrangian

$$\Omega = \Omega_0 - L_{MF}. \quad (A.55)$$

All field-independent parts of the Lagrangian are simply transferred into the thermodynamic potential with a sign change. This is a general statement that holds in all theories and not only in the NJL model. The thermodynamic potential of the three flavor NJL-models is therefore given by:

$$\Omega = \sum_{u,d,s} \Omega_0(T, \mu_f, M_f) + 2G \left( \langle \bar{u}u \rangle^2 + \langle \bar{d}d \rangle^2 + \langle \bar{s}s \rangle^2 \right) - 4K \langle \bar{u}u \rangle \langle \bar{d}d \rangle \langle \bar{s}s \rangle \quad (A.56)$$

The divergent vacuum part of the potential $\Omega_{vac}$, that we dropped in the non-interacting theory, is more complicated to deal with in the NJL model. Simply neglecting this term
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- as we did for the non-interacting theory- would mean that we have no interaction in the vacuum and thus the wrong hadron phenomenology. Unfortunately, the four-quark interaction has a dimensional coupling constant, that prevents the proper renormalization of the model. The vacuum part is therefore divergent but unrenormalizable. There exist many different ways of regularization for the vacuum part like the three dimensional momentum cutoff, the four dimensional momentum cutoff, Pauli-Villars regularization, proper-time regularization and dimensional regularization. These five regularization schemes where compared in Ref. [408] for the two flavor NJL model. All methods showed a similar behavior for the meson properties and the phase structure, but differ for the location of the critical endpoint. We will use the most common approach, i.e. the three dimensional momentum cutoff or short 3D cutoff. The divergent integral is regularized by the introduction of a momentum cutoff in the integration:

\[ \Omega_{\text{vac}} = -2N_cN_f \int \frac{d^3p}{(2\pi)^3} \omega_p \rightarrow \Omega_{\text{vac}}^{3D} = -\frac{N_cN_f}{\pi^2} \int_0^\Lambda dp \ p^2 \ \omega_p. \]  

(A.57)

This is only necessary in the vacuum part since the other integrals are finite. With the thermodynamic potential at hand we can now derive the equations for the condensates. We remember that the differential form of the potential was fixed to contain only derivatives with respect to additional parameters have to vanish. The condensates that enter the effective interaction have a dimensional coupling constant, that prevents the proper renormalization of the model. The vacuum part is therefore divergent but unrenormalizable. Unfortunately, the four-quark interaction would mean that we have no interaction in the vacuum and thus the wrong hadron phenomenology. The evaluation of the thermal expectation value of the quark propagator in terms of thermal field theory leads to the same result, see Ref. [229]. The first term in Eq. (A.59) emerges from the vacuum part of the pressure and is therefore regularized in the same way. The other two terms contribute only at finite temperature and chemical
potential. Here we can clearly see why we could not neglect the vacuum part. In this case the condensate in the vacuum would be zero. The NJL is solved numerically by iterating Eq. (A.59) together with Eq. (A.51).

We can rewrite Eq. (A.59) by using \( \frac{\partial M_f}{\partial m_f} = 1 \) to get the well know definition of the scalar condensate as the derivative of the thermodynamic potential with respect to the bare quark mass,

\[
\langle \bar{q} q f \rangle = \frac{\partial \Omega}{\partial M_f} = \frac{\partial \Omega}{\partial m_f}.
\]

This is a general statement for QCD, while Eq. (A.59) applies only to the NJL model. We can derive Eq. (A.60) from the definition of the thermodynamic potential in propagator representation (A.2). We use the Dyson equation (A.3) to replace the fermionic selfenergy with the difference of the full and the bare inverse propagator

\[
\Sigma_S = S - \frac{1}{S} = \frac{1}{S - S^{-1} - S_0^{-1} S} = 1 - S_0^{-1} S.
\]

The bare fermionic propagator is the only quantity in Eq. (A.2) that depends explicitly in the bare quark mass \( m_0 \). All other quantities depend only implicitly on \( m_0 \) via the full propagator. However, the variation of the functional \( W \) with respect to the full propagators have to vanish (A.7). The derivative of the functional \( W = \beta \Omega \) with respect to the bare quark mass is therefore given by the simple formula

\[
\frac{\partial W}{\partial m_0} = \frac{\partial}{\partial m_0} \left( -\text{Tr} \left[ S_0^{-1} S \right] \right) = -\text{Tr} \left[ S \right],
\]

with \( \frac{\partial S_0^{-1}}{\partial m_0} = \frac{1}{S} \). The trace has to be evaluated in the same manner as the functional \( W \) in Appendix A.1. This leads to

\[
\frac{\partial \Omega}{\partial m_0} = -\frac{T}{V} \text{Tr} \left[ S \right] = i \int \frac{d^4p}{(2\pi)^4} \text{Tr} \left[ S(p) \right] = \langle \bar{q} q \rangle,
\]

which is the definition of the quark condensate (in the vacuum) \[229, 409\] \[17\]. Evaluating the equation at finite temperature leads to Eq. (A.59) \[44\].

The derivations so far where done considering only attractive scalar interactions. A rigorous treatment of the Fierz-transformation will also introduce repulsive interactions in the vector channel, see Ref. [228]. In the same way -as the scalar interaction leads to an effective mass- the vector interaction introduces an effective chemical potential,

\[
\mu^* = \mu - G_V \langle q^\dagger q \rangle = \mu - G_V n,
\]

that enters the thermal integrals instead of the actual chemical potential. The thermodynamic potential in the presence of a vector interaction is modified according to,

\[
\Omega(T, \mu)_V = \Omega(T, \mu^*) - \frac{G_V}{2} n^2,
\]

where \( n \) is the quark density corresponding to the chemical potential, \( \langle q^\dagger q \rangle = n = -\frac{\partial \Omega}{\partial \mu} \). The repulsive interactions add the density as an additional parameter in the thermodynamic potential. It has therefore to fulfill the condition \( \frac{\partial \Omega}{\partial n} = 0 \). The solution of

\[17\] The definition of the condensate may change depending on the sign of the propagator.
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this equation does minimize the potential but is a saddle point which, however, is not a problem. If one evaluates the thermal expectation value \( \langle q^\dagger q \rangle \) one finds an equation that is equivalent to the condition \( \frac{\partial \Omega}{\partial n} = 0 \). The density is therefore not just an additional parameter but rooted deeper inside the theory \[43\]. If the equation has several solutions the physical solution is still the one that belongs to the smallest thermodynamic potential.

The strength of the vector coupling is related to the scalar coupling by \( G_V = G/2 \), but is mostly neglected since it has no effect on the results at vanishing chemical potential \[162, 232\]. We will also use this strategy and set the vector repulsion to zero. Note that a finite vector coupling has serious consequences for the location of the critical point that might even disappear for large repulsive interactions \[235, 236, 237\].

A.6 Polyakov loop in the PNJL

The PNJL Lagrangian is similar to the NJL Lagrangian but contains also the effective potential \( U(T, \phi, \bar{\phi}) \) and the coupling to the gauge fields \( A^\mu \),

\[
L_{PNJL} = L_{NJL} + \bar{\Psi} \gamma_\mu A^\mu \Psi - U(T, \phi, \bar{\phi}) = \bar{\Psi} \left( i\gamma^\mu D_\mu - \bar{m}_0 \right) \Psi + G \sum_{a=0}^8 \left( (\bar{\Psi} \lambda^a \Psi)^2 + (\bar{\psi} i\gamma_5 T_a \Psi)^2 \right) \]

\[
- K \left( \det_f (\bar{\Psi} (1 + \gamma_5) \Psi) + \det_f (\bar{\Psi} (1 - \gamma_5) \Psi) \right) - U (T, \phi, \bar{\phi}).
\]

Since we describe the gauge field \( A^\mu \) by the traced Polyakov loop, it is not independent but an additional parameter like the chiral condensates \( \langle \bar{q} f q \rangle \) in the NJL-model. This implies that the partition function of the PNJL model contains no path integral over the gauge fields,

\[
Z_{PNJL} = \int D\bar{\Psi} D\Psi \exp \left( \int_0^\beta d\tau \int d^3 x L_{PNJL} \right),
\]

and allows for an easy evaluation of the thermodynamic potential similar to the NJL. The effective Polyakov potential \( U(T, \phi, \bar{\phi}) \) will appear with an opposite sign in the thermodynamic potential additional to the NJL mean-field part. The treatment of the gauge field, however, is a little more complicated. For this we have to look at the zeroth component of the covariant derivative that defines the kinetic momentum,

\[
\Pi^0 = iD^0 = i\partial^0 + A^0 = i\partial^0 + iA_4.
\]

We will show for the relativistic mean-field theories in Sec. \[5.2\] and Appendix \[A.8\] that this translates into an effective chemical potential \( \mu^* \) with

\[
\mu^* = \mu + iA_4,
\]

where the chemical potential is now a matrix in color space. The evaluation of the thermodynamic potential, except for the color trace, is then the same as in the NJL.
model in Eq. (A.53), but with an effective chemical potential in addition to the effective mass,

$$\Omega_{PNJL}(T, \mu) = \text{Tr}_c \sum_f \Omega_{0,f}(T, \mu^*, M_f) - \mathcal{L}_{MF} + \mathcal{U}(T, \phi, \bar{\phi}).$$

We will use Eq. (4.9) to separate the Polyakov loops from the thermal distribution functions:

$$\exp \left( -\frac{\omega - \mu^*}{T} \right) = \exp \left( -\frac{\omega - \mu - iA_4}{T} \right) = L \exp \left( -\frac{\omega - \mu}{T} \right),$$

$$\exp \left( -\frac{-\omega + \mu^*}{T} \right) = \exp \left( -\frac{-\omega + \mu + iA_4}{T} \right) = L^\dagger \exp \left( -\frac{-\omega + \mu}{T} \right).$$

Using the form of the thermodynamic potential for a non-interacting gas of fermions from Eq. (2.29) we find that we have just to evaluate the quantity:

$$\text{Tr}_c \left[ \ln \left( 1 + L e^{-\frac{\omega - \mu}{T}} \right) + \ln \left( 1 + L^\dagger e^{-\frac{\omega + \mu}{T}} \right) \right].$$

Before we actually do this we will first rewrite the Polyakov loop. It is convenient to work in the Polyakov gauge where the Polyakov loop is diagonal in color space [253]. This implies that only the diagonal Gell-Mann matrices $\lambda_3$ and $\lambda_8$ contribute to the gauge field $A_4$:

$$L = \exp \left( \frac{iA_4}{T} \right) = \exp \left( i \begin{pmatrix} a_3 + \frac{a_8}{\sqrt{3}} & 0 & 0 \\ 0 & -a_3 + \frac{a_8}{\sqrt{3}} & 0 \\ 0 & 0 & -2 \frac{a_8}{\sqrt{3}} \end{pmatrix} \right) = \begin{pmatrix} e^{i\alpha} & 0 & 0 \\ 0 & e^{i\tilde{\alpha}} & 0 \\ 0 & 0 & e^{-i(\alpha + \tilde{\alpha})} \end{pmatrix},$$

with $\alpha = a_3 + \frac{a_8}{\sqrt{3}}$ and $\tilde{\alpha} = -a_3 + \frac{a_8}{\sqrt{8}}$. The traced Polyakov loop in this representation reads

$$\phi = \frac{1}{3} \text{Tr}_c L = \frac{1}{3} \left( e^{i\alpha} + e^{i\tilde{\alpha}} + e^{-i(\alpha + \tilde{\alpha})} \right),$$

$$\bar{\phi} = \frac{1}{3} \text{Tr}_c L^\dagger = \frac{1}{3} \left( e^{-i\alpha} + e^{-i\tilde{\alpha}} + e^{i(\alpha + \tilde{\alpha})} \right).$$

In the confining vacuum we have to get $\text{Tr}_c L = 0$ and in the perturbative vacuum $\text{Tr}_c L = N_c = 3$ to reproduce the confining properties of QCD. This can be achieved with $\alpha = \frac{2\pi}{\sqrt{3}}$ and $\tilde{\alpha} = 0$ in the confining vacuum and $\alpha = \tilde{\alpha} = 0$ in the perturbative vacuum. Generally assuming $\tilde{\alpha} = 0$ implies that the traces of the Polyakov and the adjoint Polyakov loop are equal $\phi = \text{Tr}_c L/3 = \text{Tr}_c L^\dagger/3 = \bar{\phi} = \text{Re} \phi$. Since the differences between both arise from quantum fluctuations [47], this corresponds to the mean-field approximation. Only a single parameter is then needed to describe the whole Polyakov loop dynamics

$$\phi = \frac{1}{3} \text{Tr}_c L = \frac{1 + 2\cos \alpha}{3}.$$
Eq. (A.74) and (A.75) allow to simplify the matrix valued expression (A.72) in the thermodynamic potential. With the explicit form of the Polyakov loop the terms read

\[
\text{Tr}_c \ln(1 + L^e e^x) = \ln(1 + e^{i\alpha_0 e^x}) + \ln(1 + e^{i\tilde{\alpha} e^x}) + \ln(1 + e^{-(\alpha + \tilde{\alpha}) e^x})
\]

\[
= \ln \left[ (1 + e^{i\alpha_0 e^x}) (1 + e^{i\tilde{\alpha} e^x}) (1 + e^{-(\alpha + \tilde{\alpha}) e^x}) \right] 
= \ln \left[ 1 + (e^{i\alpha_0} + e^{i\tilde{\alpha}} + e^{-(\alpha + \tilde{\alpha})}) e^x + (e^{-i\alpha_0} + e^{-i\tilde{\alpha}} + e^{i(\alpha + \tilde{\alpha})}) e^{2x} + e^{3x} \right]
\]

and

\[
\text{Tr}_c \ln(1 + L^e e^x) = \ln \left[ 1 + 3 \phi e^x + 3 \tilde{\phi} e^{2x} + e^{3x} \right].
\]

The Dirac part of the thermodynamic potential, after taking the color trace, is then given by:

\[
\Omega_{0,NJL} = -2N_f \int \frac{d^3p}{(2\pi)^3} \left[ N_c \omega_p + T \ln \left( 1 + 3 \phi e^{-\omega_p-M} + 3 \tilde{\phi} e^{-2\omega_p-M} + e^{-3\omega_p-M} \right) \right. 
+ T \ln \left( 1 + 3 \tilde{\phi} e^{-\omega_p+M} + 3 \phi e^{-2\omega_p+M} + e^{-3\omega_p+M} \right) \right].
\]  

(A.79)

This expression is only valid for the special case of \( N_c = 3 \). For any other number of colors we have to reevaluate the color trace. We use the same regularization for the divergent vacuum part in Eq. (A.79) as we did for the NJL model in Eq. (A.57) and employ a three dimensional momentum cutoff. Additionally we use partial integration on the logarithm, as we did in Eq. (2.33), to rewrite the potential into a more common form:

\[
\frac{\Omega_{0,NJL}}{V} = -2N_f \frac{1}{2\pi^2} \int_0^\infty dp \left[ p^2 N_c \omega_p \Theta(\Lambda^2 - p^2) \right. 
+ \frac{p^4}{3\omega_p} \left( \frac{3 \phi e^{-\omega_p-M} + 6 \tilde{\phi} e^{-2\omega_p-M} + 3 e^{-3\omega_p-M}}{1 + 3 \phi e^{-\omega_p-M} + 3 \tilde{\phi} e^{-2\omega_p-M} + e^{-3\omega_p-M}} \right. 
\left. + \frac{3 \phi e^{-\omega_p+M} + 6 \tilde{\phi} e^{-2\omega_p+M} + 3 e^{-3\omega_p+M}}{1 + 3 \phi e^{-\omega_p+M} + 3 \tilde{\phi} e^{-2\omega_p+M} + e^{-3\omega_p+M}} \right) \right]
= -2N_f N_c \frac{1}{2\pi^2} \int_0^\infty dp \left[ p^2 \omega_p \Theta(\Lambda^2 - p^2) \right. 
+ \frac{p^4}{3\omega_p} \left( \frac{\phi e^{-\omega_p-M} + 2 \tilde{\phi} e^{-2\omega_p-M} + e^{-3\omega_p-M}}{1 + 3 \phi e^{-\omega_p-M} + 3 \tilde{\phi} e^{-2\omega_p-M} + e^{-3\omega_p-M}} \right. 
\left. + \frac{\tilde{\phi} e^{-\omega_p+M} + 2 \phi e^{-2\omega_p+M} + e^{-3\omega_p+M}}{1 + 3 \phi e^{-\omega_p+M} + 3 \phi e^{-2\omega_p+M} + e^{-3\omega_p+M}} \right). \]

(A.80)

We see from Eq. (A.80) that it looks very similar to the potential of a non-interacting particle, but with a different distribution function. If one redefines the distribution
functions of the quarks according to

\[
n_F = \frac{1}{e^{\frac{\omega_p - \mu}{T}} + 1} \quad \rightarrow \quad n^\phi_F = \frac{\phi e^{\frac{\omega_p - \mu}{T}} + 2 \bar{\phi} e^{-\frac{3\omega_p - \mu}{T}}}{1 + 3 \phi e^{\frac{\omega_p - \mu}{T}} + 3 \bar{\phi} e^{-\frac{3\omega_p - \mu}{T}}}, \quad (A.81)
\]

\[
n_F = \frac{1}{e^{\frac{\omega_p + \mu}{T}} + 1} \quad \rightarrow \quad n^\bar{\phi}_F = \frac{\bar{\phi} e^{\frac{\omega_p + \mu}{T}} + 2 \phi e^{-\frac{3\omega_p + \mu}{T}}}{1 + 3 \bar{\phi} e^{\frac{\omega_p + \mu}{T}} + 3 \phi e^{-\frac{3\omega_p + \mu}{T}}}, \quad (A.82)
\]

one can use the known formulae (2.33), (2.34), (2.35) and (2.36) for a non-interacting gas of fermions to calculate the non-interacting parts of the pressure, the entropy density, the particle density and the energy of the PNJL model [84]. For the full energy and pressure one still has to add the mean-field energy and the effective Polyakov potential and for the full entropy density the temperature derivative of the effective Polyakov potential.

### A.7 Hadronic degrees of freedom

We summarize in this section the hadronic particles contained in PHSD. Tab. A.1 shows the mesons and Tab. A.2 baryons. Tab. A.3 shows additionally the scalar 0\(^+\) mesons.

<table>
<thead>
<tr>
<th></th>
<th>Mass [MeV]</th>
<th>el. charge</th>
<th>spin</th>
<th>quark content</th>
<th>degeneracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\pi^+/\pi^-)</td>
<td>138</td>
<td>(\pm1)</td>
<td>0</td>
<td>ud/(\bar{u})</td>
<td>2</td>
</tr>
<tr>
<td>(\pi^0)</td>
<td>138</td>
<td>0</td>
<td>0</td>
<td>dd/(\bar{u})u</td>
<td>1</td>
</tr>
<tr>
<td>(\eta)</td>
<td>550</td>
<td>0</td>
<td>0</td>
<td>dd/(\bar{u})u</td>
<td>1</td>
</tr>
<tr>
<td>(K^+/\bar{K}^-)</td>
<td>498</td>
<td>(\pm1)</td>
<td>0</td>
<td>us/(\bar{s})u</td>
<td>2</td>
</tr>
<tr>
<td>(K^0/\bar{K}^0)</td>
<td>498</td>
<td>0</td>
<td>0</td>
<td>ds/(\bar{s})d</td>
<td>2</td>
</tr>
<tr>
<td>(\eta')</td>
<td>958</td>
<td>0</td>
<td>0</td>
<td>dd/(\bar{u})u</td>
<td>1</td>
</tr>
<tr>
<td>(\rho^+/\rho^0)</td>
<td>770</td>
<td>(\pm1)</td>
<td>1</td>
<td>ud/(\bar{d})u</td>
<td>6</td>
</tr>
<tr>
<td>(\rho^0)</td>
<td>770</td>
<td>0</td>
<td>1</td>
<td>dd/(\bar{u})u</td>
<td>3</td>
</tr>
<tr>
<td>(K^{<em>+/\bar{K}^{</em>-}})</td>
<td>892</td>
<td>(\pm1)</td>
<td>1</td>
<td>us/(\bar{s})u</td>
<td>6</td>
</tr>
<tr>
<td>(K^{<em>0}/\bar{K}^{</em>-0})</td>
<td>892</td>
<td>0</td>
<td>1</td>
<td>ds/(\bar{s})u</td>
<td>6</td>
</tr>
<tr>
<td>(\omega)</td>
<td>782</td>
<td>0</td>
<td>1</td>
<td>dd/(\bar{u})u</td>
<td>3</td>
</tr>
<tr>
<td>(\phi)</td>
<td>1020</td>
<td>0</td>
<td>1</td>
<td>ss</td>
<td>3</td>
</tr>
<tr>
<td>(a_1)</td>
<td>1260</td>
<td>0</td>
<td>1</td>
<td>dd/(\bar{u})u</td>
<td>3</td>
</tr>
</tbody>
</table>

Table A.1: Properties of the mesons contained in the PHSD transport approach.
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<table>
<thead>
<tr>
<th>Mass [MeV]</th>
<th>el. charge</th>
<th>spin</th>
<th>quark content</th>
<th>degeneracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>p</td>
<td>938</td>
<td>+1</td>
<td>1/2</td>
<td>2</td>
</tr>
<tr>
<td>n</td>
<td>938</td>
<td>0</td>
<td>1/2</td>
<td>2</td>
</tr>
<tr>
<td>Λ</td>
<td>1115</td>
<td>0</td>
<td>1/2</td>
<td>2</td>
</tr>
<tr>
<td>Σ+/-</td>
<td>1189</td>
<td>+1/0/-</td>
<td>1/2</td>
<td>6</td>
</tr>
<tr>
<td>Ξ0/-</td>
<td>1315</td>
<td>0/-</td>
<td>1/2</td>
<td>4</td>
</tr>
<tr>
<td>Δ+/-</td>
<td>1232</td>
<td>+2/+1/0/-</td>
<td>3/2</td>
<td>16</td>
</tr>
<tr>
<td>Ξ+/-</td>
<td>1385</td>
<td>+1/0/-</td>
<td>3/2</td>
<td>12</td>
</tr>
<tr>
<td>Ω</td>
<td>1672</td>
<td>0</td>
<td>3/2</td>
<td>4</td>
</tr>
<tr>
<td>N(1440)</td>
<td>1440</td>
<td>+1/0</td>
<td>1/2</td>
<td>4</td>
</tr>
<tr>
<td>N(1535)</td>
<td>1535</td>
<td>+1/0</td>
<td>1/2</td>
<td>4</td>
</tr>
</tbody>
</table>

Table A.2: Properties of the baryons contained in the PHSD transport approach.

<table>
<thead>
<tr>
<th>Mass [MeV]</th>
<th>(\sigma)</th>
<th>(f_0)</th>
<th>(a_0)</th>
<th>(\kappa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>500</td>
<td>980</td>
<td>980</td>
<td>720</td>
</tr>
</tbody>
</table>

Table A.3: Properties of the scalar meson nonet. Note that the scalar mesons might not have a normal quark-antiquark structure.

A.8 Density-dependent relativistic mean-field theory

The Lagrangian of the isospin symmetric QHD consists of the free Dirac Lagrangian for the nucleons, the Lagrangian for the \(\sigma\) and the \(\omega\)-field with selfinteractions and an interaction part of Yukawa type for the nucleon-meson interactions. The couplings are taken as a function of a Lorentz scalar \(\hat{\rho}\), that depends on the nucleon fields \(\bar{\Psi}\) and \(\Psi\).

\[
\mathcal{L} = \mathcal{L}_B + \mathcal{L}_M + \mathcal{L}_{\text{int}},
\]

\[
\mathcal{L}_B = \bar{\Psi} (i\gamma_\mu \partial^\mu - M) \Psi,
\]

\[
\mathcal{L}_M = \frac{1}{2} \partial_\mu \sigma \partial^{\mu} \sigma - U(\sigma) - \frac{1}{4} F_{\mu\nu} F^{\mu\nu} + O(\omega^\mu \omega_\mu),
\]

\[
\mathcal{L}_{\text{int}} = \Gamma_\sigma (\hat{\rho}_0) \bar{\Psi} \sigma \Psi - \Gamma_\omega (\hat{\rho}_0) \bar{\Psi} \gamma^\mu \omega_\mu \Psi.
\]

The mesonic selfenergies \(U(\sigma)\) and \(O(\omega^\mu \omega_\mu)\) are not specified here. If the Lorentz scalar is taken as \(\hat{\rho}_0 = \bar{\Psi} \Psi\) the couplings will depend on the scalar density (SDD) and if it is taken as \(\hat{\rho}_0 = \bar{\Psi} u_\mu \gamma^\mu \Psi\) they will depend on the baryon density (VDD). The equations
of motion derived from the Euler-Lagrange equations read,

\[
\begin{align*}
\partial_\mu \partial^\mu \sigma + \frac{\partial U}{\partial \sigma} &= \Gamma_\sigma(\hat{\rho}_0) \bar{\Psi} \Psi, \\
\partial_\nu F^{\mu\nu} + \frac{\partial O}{\partial \omega_\mu} &= \Gamma_\omega(\hat{\rho}_0) \bar{\Psi} \gamma^\mu \Psi,
\end{align*}
\tag{A.87}
\tag{A.88}
\]

for the meson fields and

\[
\begin{align*}
(i \gamma_\mu \partial^\mu - M) \Psi + \Gamma_\sigma(\hat{\rho}_0) \sigma \Psi - \Gamma_\omega(\hat{\rho}_0) \gamma_\mu \omega^\mu \Psi \\
+ \frac{\partial \Gamma_\sigma(\hat{\rho}_0)}{\partial \hat{\rho}_0} \bar{\Psi} \sigma \Psi - \frac{\partial \Gamma_\omega(\hat{\rho}_0)}{\partial \hat{\rho}_0} \bar{\Psi} \gamma^\nu \omega_\nu \Psi &= 0
\end{align*}
\tag{A.89}
\]

for the nucleon field. One can rearrange the equation of motion for the nucleons and write it in the form of the free Dirac equation as

\[
0 = \left( \gamma_\mu \left( i \partial^\mu - \hat{\Sigma}^\mu \right) - (M - \hat{\Sigma}^s) \right) \Psi
\tag{A.90}
\]

In (A.90) \( \hat{\Sigma}^s \) is the scalar selfenergy and modifies the mass while \( \hat{\Sigma}^\mu \) is the vector selfenergy that modifies the four-momentum of the nucleons. The selfenergies are divided into two parts \( \hat{\Sigma} = \hat{\Sigma}^{(0)} + \hat{\Sigma}^{(r)} \). The first one is the regular selfenergy \( \hat{\Sigma}^{(0)} \), the second is the so called rearrangement selfenergy \( \hat{\Sigma}^{(r)} \). The rearrangement selfenergies are the result of the density dependence of the couplings and contain terms that are included in the equations of motion but not in the Lagrangian. They arise from the differentiation of the couplings with respect to the \( \bar{\Psi} \)-field. The nature of the rearrangement selfenergies depends on the choice of the density \( \hat{\rho}_0 \). In case of SDD couplings we get

\[
\frac{\partial \hat{\rho}_0}{\partial \bar{\Psi}} = \Psi,
\tag{A.91}
\]

and for VDD couplings

\[
\frac{\partial \hat{\rho}_0}{\partial \bar{\Psi}} = u_\mu \gamma^\mu \Psi.
\tag{A.92}
\]

The first choice leads to a vanishing vector rearrangement selfenergy and the second to a vanishing scalar rearrangement selfenergy. We will specify \( \hat{\rho}_0 \) later and keep both the vector and the scalar rearrangement selfenergies in the following derivations.

The equations of motion (A.87), (A.88) and (A.90) are too complicated to be solved on the many-body level. We will therefore introduce the mean-field approximation to simplify the equations. In this approximation the quantum fluctuations in the mesonic equations of motion are neglected which is justified if the source terms become large.

The right side of Eq. (A.87) and (A.88) are then replaced by their normal ordered expectation values. This leads to

\[
\Gamma_\sigma(\hat{\rho}_0) \bar{\Psi} \Psi \rightarrow \Gamma_\sigma(\rho_0) \langle \bar{\Psi} \Psi \rangle, \quad \Gamma_\omega(\hat{\rho}_0) \bar{\Psi} \gamma^\mu \Psi \rightarrow \Gamma_\omega(\rho_0) \langle \bar{\Psi} \gamma^\mu \Psi \rangle
\tag{A.93}
\]
where \( \langle \bar{\Psi}\gamma^\mu\Psi \rangle = j^\mu \) is the baryon current with \( \langle \bar{\Psi}\gamma^0\Psi \rangle = j^0 = \rho_B \) as the baryon density \footnote{303}. The couplings depend now on the normal ordered expectation value of \( \hat{\rho}_0 \).

To further simplify the equations we introduce the local-density approximation (LDA). In the case that the density of the system is locally constant one can neglect the spatial derivatives of the meson fields. Since we are interested in the thermodynamics, this approximation is definitively justified. We can additionally neglect the time derivatives of the meson fields and the spatial components of the baryon current \( \langle \bar{\Psi}\gamma^i\Psi \rangle \) since we investigate a stationary and homogenous system. The equations of motion (A.87), (A.88) and (A.90) simplify drastically within these approximations. The meson fields drop out as degrees of freedom as they are completely defined by the scalar and the baryon density,

\[
\frac{\partial U}{\partial \sigma} = \Gamma_\sigma(\rho_0)\rho_s \quad \text{and} \quad \frac{\partial O}{\partial \omega^0} = \Gamma_\omega(\rho_0)\rho_B, \tag{A.94}
\]

The spatial part of the \( \omega \)-field vanishes \( \vec{\omega} = 0 \) and the field is defined by its zeroth component, that we denote from here on as \( \omega \). The spatial part of the normal vector selfenergy \( \Sigma^{\mu(0)} \) will also vanish in this approximation because it is proportional to the \( \vec{\omega} \)-field and if we choose the nuclear restframe with \( u^\mu = (1, 0, 0, 0) \) also the spatial vector rearrangement selfenergies will vanish due to Eq. (A.92). The complete vector selfenergy is then given by its zeroth component.

The selfenergies of the nucleons no longer depend on any field \( \hat{\Sigma} \rightarrow \Sigma \) and are now simple \( \mathbb{C} \)-numbers. This allows us to use the known free Dirac spinors in the further evaluation. We write the equation of motion for the nucleons (A.90) as,

\[
(\gamma^\mu \Pi_\mu - m^*) \Psi(x) = 0, \tag{A.96}
\]

with \( \Pi^0 = p^* = p^0 - \Sigma^0, \bar{\Pi} = \bar{p} \) and \( m^* = M - \Sigma^* \). In momentum space the equation reads

\[
(\gamma^\mu p^*_\mu - m^*) u^*(p) = 0, \quad (\gamma^\mu p^*_\mu + m^*) v^*(p) = 0 \quad \text{A.97}
\]

with \( u^*(p) \) as the effective spinor for particles and \( v^*(p) \) as the effective spinor for antiparticles. This leads to the mass-shell condition

\[
p^{*\mu}p^*_\mu - m^{*2} = 0 \quad \Rightarrow \quad p^{*0} = \pm \sqrt{p^2 + m^{*2}}. \tag{A.98}
\]

The effective spinors are obtained by replacing the mass and the energy with their effective values in the free Dirac spinors \( u(p) \) and \( v(p) \) and they will fulfill the relations,

\[
\bar{u}^*_s u^*_s = \delta_{rs} = -\bar{v}^*_s v^*_s, \quad \bar{u}^*_s \gamma^\mu u^*_s = \bar{v}^*_s \gamma^\mu v^*_s = \frac{\Pi^\mu}{m^*}. \tag{A.99}
\]

With the abbreviations

\[
\epsilon^+(p) = \Pi^{0+} + \Sigma^0 = \sqrt{p^2 + m^2} + \Sigma^0, \quad \epsilon^-(p) = \Pi^{0-} + \Sigma^0 = -\sqrt{p^2 + m^2} + \Sigma^0 \tag{A.100}
\]
the wave function and the conjugated wave function read
\[ \Psi(x) = \int \frac{d^3p}{(2\pi)^3} \frac{m^*}{\omega^*(p)} \times \]
A101
\[ \sum_{\lambda=1}^{2} \left( c_\lambda(p) u_\lambda(p) \exp(-i(\epsilon^+(p)t - p \cdot x)) + d_\lambda(p) \bar{v}_\lambda(p) \exp(i(\epsilon^-(p)t - p \cdot x)) \right), \]
A94
\[ \bar{\Psi}(x) = \int \frac{d^3p}{(2\pi)^3} \frac{m^*}{\omega^*(p)} \times \]
A102
\[ \sum_{\lambda=1}^{2} \left( c_\lambda(p) \bar{u}_\lambda(p) \exp(+i(\epsilon^+(p)t - p \cdot x)) + d_\lambda(p) \bar{v}_\lambda(p) \exp(-i(\epsilon^-(p)t - p \cdot x)) \right) \]
A95
with \( \omega^*(p) = \sqrt{p^2 + m^{**}} \) as the always positive defined single-particle energy. This allows us to calculate the baryon density and the scalar density as
\[ \rho_B = \langle \bar{\Psi} \gamma^0 \Psi \rangle = d \int \frac{d^3p}{(2\pi)^3} \left( \tilde{f}^*(p, T, \mu) - \tilde{\bar{f}}^*(p, T, \mu) \right), \]
A103
\[ \rho_s = \langle \bar{\Psi} \Psi \rangle = d \int \frac{d^3p}{(2\pi)^3} \frac{m^*}{\omega^*(p)} \left( \tilde{f}^*(p, T, \mu) + \tilde{\bar{f}}^*(p, T, \mu) \right), \]
A104
with the degeneracy factor \( d = 4 \) for nucleons. The functions \( \tilde{f} \) and \( \tilde{\bar{f}} \) are the distribution functions for fermions, respectively antfermions
\[ \tilde{f}(p, T, \mu) = \left( \exp \left( \left( \epsilon^+ - \mu \right) / T \right) + 1 \right)^{-1} = \left( \exp \left( \left( \omega^*(p) + \Sigma^0 - \mu \right) / T \right) + 1 \right)^{-1} = n_F(T, \mu^*, m^*), \]
A105
\[ \tilde{\bar{f}}(p, T, \mu) = \left( \exp \left( \left( -\epsilon^- + \mu \right) / T \right) + 1 \right)^{-1} = \left( \exp \left( \left( \omega^*(p) - \Sigma^0 + \mu \right) / T \right) + 1 \right)^{-1} = n_F(T, \mu^*, m^*), \]
A106
and are related to the regular Fermi-distribution functions but with the effective chemical potential \( \mu^* = \mu - \Sigma^0 \) and the energy \( \omega^*(p) = \omega_p^* = \sqrt{p^2 + m^{**}} \).

This allows us to finally evaluate the equations that determine the meson fields, Eqs. [A.94] and [A.95], leaving us with two coupled selfconsistent equations that have to be solved simultaneously:
\[ \frac{\partial U}{\partial \sigma} = \Gamma_\sigma(\rho_0) d \int \frac{d^3p}{(2\pi)^3} \frac{m^*}{\omega_p^*} \left( n_F(T, \mu^*, m^*) + n_{\bar{f}}(T, \mu^*, m^*) \right), \]
A107
\[ \frac{\partial O}{\partial \omega} = \Gamma_\omega(\rho_0) d \int \frac{d^3p}{(2\pi)^3} \left( n_F(T, \mu^*, m^*) - n_{\bar{f}}(T, \mu^*, m^*) \right). \]
A108
A.9 Thermodynamic consistency of relativistic mean-field theory

We derive in this section the equation of state of the relativistic mean-field theory and prove the thermodynamic consistency of the approach. We recall that the approximations of a static and homogenous system as well as the local density approximation in Appendix A.8 are exactly fulfilled for a system in thermodynamic equilibrium. We will not derive the equation of state from the path integral formalism, but from the energy-momentum tensor,

\[ T^{\mu\nu} = \frac{\partial L}{\partial (\partial_{\mu}\Psi)} \frac{\partial \Psi}{\partial x_{\nu}} - g^{\mu\nu} L. \]  

(A.109)

Both approaches are equivalent, but the path integral formalism becomes more complicated for density-dependent coupling constants as one has to consider the rearrangement selfenergies. The energy density \( \mathcal{E} \) and the pressure \( P \) of a system are given as normal ordered expectation values from the diagonal elements of the energy-momentum tensor,

\[ \mathcal{E} = \langle : T^{00} : \rangle, \]  

(A.110)

\[ P = \langle : T^{ii} : \rangle = \frac{1}{3} \sum_{i=1}^{3} \langle : T^{ii} : \rangle. \]  

(A.111)

For the following calculations we will write the selfenergies split into the normal and the rearrangement part. This is due to the fact that the rearrangement selfenergies appear in the equation of motion but not in the Lagrangian. The energy density in mean-field approximation is then given by

\[ \mathcal{E} = \langle : T^{00} : \rangle = \langle : i \bar{\Psi} \gamma^0 \partial_0 \Psi : \rangle - \langle : \bar{\Psi} \left( \gamma_\mu \left( i \partial^\mu - \Sigma^\mu(0) \right) - \left( M - \Sigma^s(0) \right) \right) \Psi : \rangle + U(\sigma) - O(\omega) \]

\[ = \langle : i \bar{\Psi} \gamma^0 \partial_0 \Psi : \rangle - \left[ \langle : \bar{\Psi} \left( \gamma_\mu \Pi^\mu - m^* \right) \Psi : \rangle \right]_{=0} \]

\[ - \langle : \bar{\Psi} \left( \gamma_0 \Sigma^{0(r)} - \Sigma^{s(r)} \right) \Psi : \rangle + U(\sigma) - O(\omega) \]

\[ = \langle : i \bar{\Psi} \gamma^0 \partial_0 \Psi : \rangle - \Sigma^{0(r)} \rho_B + \Sigma^{s(r)} \rho_s + U(\sigma) - O(\omega), \]  

(A.112)
where we have used the equation of motion (A.90) to simplify the expression. With the given solutions for $\Psi$ (A.101) and $\bar{\Psi}$ (A.102) we can further evaluate the first term:

$$E = U(\sigma) - O(\omega) - \Sigma^{0(r)} \rho_B + \Sigma^{s(r)} \rho_s$$

$$+ d \int \frac{d^3 p}{(2\pi)^3} m^* \left( e^+(p) \langle \psi^i(p) c_i(\lambda(p)) : - e^-(p) \langle \psi^i(p) d_i(\lambda(p)) : \right)$$

$$= U(\sigma) - O(\omega) - \Sigma^{0(r)} \rho_B + \Sigma^{s(r)} \rho_s$$

$$+ d \int \frac{d^3 p}{(2\pi)^3} \left( \omega^*_p (n_F(T, \mu^*, m^*) - (-\omega^*_p + \Sigma^0) n_{\bar{F}}(T, \mu^*, m^*)) \right)$$

(A.113)

Note that the vector rearrangement term has been canceled and gives no direct contribution to the energy density. In (A.113) $E_0$ is the energy density for a non-interacting particle, see Eq. (2.36), but evaluated at the effective chemical potential $\mu^*$ and with the effective mass $m^*$.

We will now calculate the pressure. Using again the equation of motion for the nucleon field (A.90), the pressure in mean-field approximation reads

$$P = \frac{1}{3} \sum_{i=1}^{3} \langle T^{ii} \rangle = -U(\sigma) + O(\omega) + \Sigma^{0(r)} \rho_B - \Sigma^{s(r)} \rho_s + \frac{1}{3} \sum_{i=1}^{3} \langle i \bar{\Psi} \gamma^i \partial_i \Psi \rangle.$$  (A.114)

The further evaluation is analogue to the energy density and gives

$$P = -U(\sigma) + O(\omega) + \Sigma^{0(r)} \rho_B - \Sigma^{s(r)} \rho_s$$

$$+ \frac{d}{3} \sum_{i=1}^{3} \int \frac{d^3 p}{(2\pi)^3} \left( \frac{m^*}{\omega^*_p} \right)^2 \left( \frac{p^i}{m^*} \langle \psi^i(p) c_i(\lambda(p)) : p^i \right)$$

$$+ \frac{d}{3} \int \frac{d^3 p}{(2\pi)^3} n_F(T, \mu^*, m^*) + n_{\bar{F}}(T, \mu^*, m^*)$$

(A.115)

In (A.115) $P_0$ is the pressure for a non-interacting particle with the effective quantities $\mu^*$ and $m^*$. Contrary to the energy density (A.113) we get a direct contribution from the vector rearrangement term in the pressure. We can also see the basic feature of the path integral formalism, that the field-independent parts of the Lagrangian, in this case the mesonic selfenergies, appear directly in the pressure, cf. Eq. (A.55).
We will now check if the model is thermodynamic consistent. In nuclear matter \((T = 0)\) this is tested by comparing the thermodynamic definition of the pressure to the mechanical definition via the energy momentum tensor

\[
\rho_B^2 \frac{\partial}{\partial \rho_B} \left( \frac{E}{\rho_B} \right) = P = \frac{1}{3} \sum_{i=1}^{3} \langle : T^{ii} : \rangle. \tag{A.116}
\]

This method is only sufficient in the canonical ensemble at \(T = 0\) where the energy density is proportional to the thermodynamic potential. In the grand-canonical potential, where the thermodynamic potential is proportional to the pressure \(\Omega = -P\), it is better to show that the thermodynamic definition of the energy density is identical to its mechanical definition,

\[
E = Ts - P + \mu_B \rho_B \frac{1}{3} \langle : T^{00} : \rangle = \mathcal{E}. \tag{A.117}
\]

Another important check concerns the differential form of the grand-canonical potential \(\Omega \equiv (2.12)\). The potential/pressure derived above depends via the selfenergies on the additional parameters \(\sigma, \omega, \rho_s\) and \(\rho_B\), that will also enter the differential form. It is therefore necessary that the derivatives of the pressure with respect to these parameters vanish to regain the known differential form of the thermodynamic potential,

\[
\frac{\partial P}{\partial \sigma} = \frac{\partial P}{\partial \omega} = \frac{\partial P}{\partial \rho_s} = \frac{\partial P}{\partial \rho_B} = 0. \tag{A.118}
\]

We assume for now that the conditions \((A.118)\) are fulfilled to prove Eq. \((A.117)\). The entropy density is defined as the differential of the pressure with respect to the temperature

\[
s = \frac{\partial P}{\partial T} = \frac{\partial P}{\partial T} \bigg|_{\sigma,\omega,\mu_B} + \frac{\partial P}{\partial \sigma} \frac{\partial \sigma}{\partial T} + \frac{\partial P}{\partial \omega} \frac{\partial \omega}{\partial T} + \frac{\partial P}{\partial \rho_s} \frac{\partial \rho_s}{\partial T} + \frac{\partial P}{\partial \rho_B} \frac{\partial \rho_B}{\partial T} = \frac{\partial P_0}{\partial T} = s_0(T, \mu^*, m^*) \tag{A.119}
\]

and takes the form of the non-interacting entropy density with the effective quantities \(\mu^*\) and \(m^*\). The same holds for the particle density,

\[
n = \frac{\partial P}{\partial \mu} = \frac{\partial P}{\partial \mu} \bigg|_{\sigma,\omega,\mu_B} + \frac{\partial P}{\partial \sigma} \frac{\partial \sigma}{\partial \mu} + \frac{\partial P}{\partial \omega} \frac{\partial \omega}{\partial \mu} + \frac{\partial P}{\partial \rho_s} \frac{\partial \rho_s}{\partial \mu} + \frac{\partial P}{\partial \rho_B} \frac{\partial \rho_B}{\partial \mu} = \frac{\partial P_0}{\partial \mu} = n_0(T, \mu^*, m^*) = \rho_B. \tag{A.120}
\]
which is identical to its definition in Eq. (A.103). The thermodynamical definition of the energy density is then

\[ E = T s - P + \mu n = T s - P + \mu_B \rho_B \]

\[ = T s_0(T, \mu^*, m^*) + U(\sigma) - O(\omega) - \Sigma^{0(r)} \rho_B + \Sigma^{s(r)} \rho_s \]

\[ - P_0(T, \mu^*, m^*) + \mu^* n_0(T, \mu^*, m^*) + (\mu - \mu^*) \rho_B \]  

\[ = U(\sigma) - O(\omega) - \Sigma^{0(r)} \rho_B + \Sigma^{s(r)} \rho_s + \Sigma^0 \rho_B + E_0(T, \mu^*, m^*) \]

\[ = U(\sigma) - O(\omega) + \Sigma^{s(r)} \rho_s + \Sigma^{0(0)} \rho_B + E_0(T, \mu^*, m^*) = \mathcal{E} \]  

and thus equal to the mechanical definition (A.110). This proves the thermodynamic consistency of the theory. Naturally this holds also in the canonical ensemble for \( T = 0 \).

We will now discuss the explicit form of the selfenergies. To cover also the most general cases we assume that the scalar and the vector coupling depend on different densities \( \hat{\rho}_\sigma \) and \( \hat{\rho}_\omega \), that we take as

\[ \hat{\rho}_\sigma = \alpha \overline{\Psi} \Psi + \beta \overline{\Psi} u^\mu \gamma_\mu \Psi, \]

\[ \hat{\rho}_\omega = \gamma \overline{\Psi} \Psi + \delta \overline{\Psi} u^\mu \gamma_\mu \Psi, \]  

(A.122)

that translate in mean-field approximation to

\[ \rho_\sigma = \alpha \rho_s + \beta \rho_B, \]

\[ \rho_\omega = \gamma \rho_s + \delta \rho_B. \]  

(A.123)

The choice \( \alpha = \gamma = 1 \) and \( \beta = \delta = 0 \) leads to SDD couplings and the choice \( \alpha = \gamma = 0 \) and \( \beta = \delta = 1 \) to VDD couplings. The special case of \( \alpha = \beta = \gamma = \delta = 0 \) is the standard relativistic mean-field model with constant couplings.

The normal selfenergies are fixed by the Lagrangian and read in mean-field approximation:

\[ \Sigma^{s(0)} = \Gamma_\sigma(\rho_s) \sigma, \]

\[ \Sigma^{\mu(0)} = \Gamma_\omega(\rho_\omega) \omega^\mu = \Gamma_\omega(\rho_\omega) \omega \delta^{\mu 0}. \]  

(A.124)

The rearrangement selfenergies follow from the equation of motion of the nucleons (A.89) and, using the densities from Eq. (A.122), are given by

\[ \hat{\Sigma}^{s(r)} = \alpha \hat{\Gamma}_\sigma \overline{\Psi} \sigma \Psi - \gamma \hat{\Gamma}_\omega \overline{\Psi} \gamma_\mu \omega_\mu \Psi, \]  

(A.125)

\[ \hat{\Sigma}^{\mu(r)} = \left( -\beta \hat{\Gamma}_\sigma \overline{\Psi} \sigma \Psi + \delta \hat{\Gamma}_\omega \overline{\Psi} \gamma_\mu \omega_\mu \Psi \right) u^\mu. \]  

(A.126)

In mean-field approximation they translate to

\[ \Sigma^{s(r)} = \alpha \Gamma'_\sigma \sigma \rho_s - \gamma \Gamma'_\omega \omega \rho_B; \]  

\[ \Sigma^{0(r)} = -\beta \Gamma'_\sigma \sigma \rho_s + \delta \Gamma'_\omega \omega \rho_B, \]  

(A.127)

(A.128)

where \( \Gamma' \) stands for \( \partial \Gamma(\rho_0)/\partial \rho_0 \). Some comment is useful in the special case of SDD couplings. If \( \alpha \) or \( \gamma \) is different from zero the effective mass \( m^* \) or the effective chemical potential \( \mu^* \) will depend on the scalar density. The scalar density \( \rho_s \) will therefore depend on itself implicitly and Eq. (A.104) becomes a selfconsistent equation, but unlike the other two selfconsistent equations this one does not follow from the mesonic equations.
of motion! Consequently, $\rho_s$ is defined once the selfconsistent equations (A.107) and (A.108) are solved.

With the selfenergies and the densities defined we can finally prove Eq. (A.118) and the thermodynamic consistency of the model. On the level of the selfenergies the derivative of the pressure with respect to $x \in \{\sigma, \omega, \rho_s, \rho_B\}$ is

$$\frac{\partial P}{\partial x} = -\frac{\partial U}{\partial x} + \frac{\partial O}{\partial x} + \frac{\partial \Sigma^{(r)}_{\sigma}}{\partial x} \rho_B + \Sigma^{(0)} \frac{\partial \rho_B}{\partial x} - \frac{\partial \Sigma^{(r)}_{\omega}}{\partial x} \rho_s + \Sigma^{(0)} \frac{\partial \rho_s}{\partial x} - \frac{\partial \Sigma^{(0)}_{\sigma}}{\partial x} \rho_B + \Sigma^{(0)} \frac{\partial \rho_B}{\partial x} - \frac{\partial \Sigma^{(0)}_{\omega}}{\partial x} \rho_s + \Sigma^{(0)} \frac{\partial \rho_s}{\partial x} + \frac{\partial P_0}{\partial x}.$$

(A.129)

Here we have used the relations $\frac{\partial m^*}{\partial m} = 1 = \frac{\partial \mu^*}{\partial \mu}$, which holds true since we treat $\rho_s$ and $\rho_B$ as variables, as well as $\frac{\partial \Sigma^{(0)}_{\sigma}}{\partial x} = \rho_B$ and $\frac{\partial \Sigma^{(0)}_{\sigma}}{\partial x} = -\rho_s$ that correspond to Eq. (A.103) and (A.104). For the further evaluation we have to use the exact forms of the selfenergies. We have to include the density dependence of the couplings while taking the derivatives:

$$\frac{\partial P}{\partial x} = -\frac{\partial U}{\partial x} + \frac{\partial O}{\partial x} + \Sigma^{(0)} \frac{\partial \rho_B}{\partial x} - \Sigma^{(r)} \frac{\partial \rho_s}{\partial x} - \rho_B \frac{\partial \Sigma^{(0)}_{\sigma}}{\partial x} + \rho_s \frac{\partial \Sigma^{(0)}_{\sigma}}{\partial x}.$$

(A.130)

The derivatives vanish if the selfconsistent equations (A.107) and (A.108) -following from the mesonic equations of motion (A.87), (A.88) - are fulfilled. This finally proves Eq. (A.118), thus demonstrating the thermodynamic consistency of the model.

A special case is the equation $\frac{\partial P}{\partial \rho_B} = 0$. The conditions (A.118) should maximize the pressure, but $\frac{\partial P}{\partial \rho_B} = 0$ belongs to a saddle point, but this can be a problem if the condition follows only from thermodynamic consistency. This is not the case here as it emerges from the selfconsistent equation (A.108) and is therefore rooted deeper within the theory [43]. We discussed this problem already in Sec. 4.2 for the PNJL model.

### A.10 Pion-nucleon $\sigma$-term

The pion-nucleon $\sigma$-term controls the drop of the chiral condensate as a function of the scalar density in Eq. (5.54). The constant is defined by the matrix element,

$$\sigma_{\pi N} = m_q \langle N|\bar{u}u + \bar{d}d|N\rangle,$$

(A.131)
with $|N\rangle$ denoting the nucleon state. One can relate it also to the nucleon mass using the Hellmann-Feynman theorem (5.53),

$$\sigma_{\pi N} = \left. m \frac{\partial m_N(m)}{\partial m} \right|_{m=m_q},$$  

(A.132)

with the physical light quark mass $m_q = (m_u + m_d)/2 \approx 5$ to 7 MeV. It measures the amount of the nucleon mass, that originates from the explicit chiral symmetry breaking caused by the finite light quark masses. One can extract $\sigma_{\pi N}$ from $\pi N$ scattering data \[410\ [411\ [412\], but one needs the $\pi N$ scattering amplitude at the so called Cheng-Dashen point \[413\], that lies outside the physical region so one has to extrapolate the data. This procedure performed in Refs. \[410\ [411\ leads to a value of $\sigma_{\pi N} \approx 59$ MeV.

Using Eq. (A.132) one can also determine $\sigma_{\pi N}$ in the framework of Dyson-Schwinger equations by solving the Faddeev equation and determining the nucleon mass for different quark masses \[414\ [415\]. The most recent result from Ref. \[415\ is $\sigma_{\pi N} = 60$ MeV, consistent with Refs. \[410\ [411\.

Another possibility to determine $\sigma_{\pi N}$ are lQCD calculations. One can either directly calculate the matrix element (A.131) or determine the baryon mass as a function of the bare quark masses and use the Hellmann-Feynman theorem (A.132). The first approach used in Refs. \[416\ [417\ [418\ leads to the values $\sigma_{\pi N} \approx 36$ MeV for an ensemble with two flavors \[416\ [417\ and $\sigma_{\pi N} \approx 45$ MeV for an ensemble with 2+1 flavors \[418\]. The second approach used in Ref. \[419\ for a system with 2 + 1 flavors leads to the value $\sigma_{\pi N} \approx 38$ MeV.

The results from the different lQCD groups are in the regime $\sigma_{\pi N} \approx 33 - 45$ MeV and therefore inconsistent with the phenomenological determination and the Dyson-Schwinger result. We refer to Ref. \[412\ for a discussion of this problem.

We will fix the value of the $\sigma$-term to $\sigma_{\pi N} = 45$ MeV. This value can be seen as the world average of $\sigma_{\pi N}$ and is in line with the lQCD results for 2+1 flavors \[418\ [419\]. We used several lattice results as input throughout this thesis and it is therefore consistent to choose $\sigma_{\pi N}$ as determined by the lQCD instead of the phenomenological result.
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