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Abbreviations

ANOVA  analysis of variance
BLUP   best linear unbiased prediction
cM     centimorgan
CMS    cytoplasmic male sterility
GBS    genotyping-by-sequencing
GWP    genome-wide prediction
HEM    heteroscedastic effects model
LD     linkage disequilibrium
MAS    marker-assisted selection
Mb     megabases
QTL    quantitative trait loci
REML   restricted maximum likelihood
RIR    ridge regression employing preliminary estimates of the heritability
RMLV   modification of the restricted maximum likelihood procedure that yields heteroscedastic variances
RMLA   estimation of the error and genetic variance components with restricted maximum likelihood and partitioning according to analysis of variance components
RR-BLUP ridge regression BLUP
RRWA   ridge regression with weighing factors according to analysis of variance components
SNP    single nucleotide polymorphism
Chapter 1
General introduction

Plant breeding aims at improving crop cultivars for particular traits in order to fulfill human needs and to meet environmental requirements. Every breeding program consists of the three main stages: (1) Generate genetic variability; (2) select potential parents for cultivars; and (3) test the experimental cultivars. My work mainly focused on selection of the best performing individuals from the created genetic variation in the second stage. With the invention of molecular markers, marker-assisted selection (MAS) for improving quantitative traits emerged in the 1990s (cf. Xu and Crouch 2008) and facilitated the effective selection of breeding candidates based on their genotype. In a first step, quantitative trait loci (QTL) are mapped with molecular markers and in a second step, marker effects are estimated (cf. Lande and Thompson 1990; Collard and Mackill 2008). MAS has successfully been implemented in various crops for monogenic and oligogenic traits like resistances (Collard and Mackill 2008). The main drawback of MAS is that only markers with significant effects are considered and therefore it fails to capture the complete genetic variance (Goddard and Hayes 2007). This results in an overestimation of QTL effects and has been referred to as the Beavis effect (cf. Utz and Melchinger 1994; Xu 2003). By avoiding the selection of markers with significant effects, Meuwissen et al. (2001) introduced genome-wide prediction (GWP) to the animal breeding community. The focus of GWP lies on improving complex traits, for which MAS was not successful (Heffner et al. 2009). With GWP, breeding candidates are selected based on molecular
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markers covering the whole genome. This avoids the critical step of selecting significant markers and is expected to improve quantitative traits, which are influenced by many genes with small effects on the trait. Widely used synonymous terms for GWP are genomic selection, genomic prediction and genome-based prediction.

Implementation of GWP in plant breeding programs

High-throughput marker systems enabled cheap genotyping and triggered the increasing research of GWP in animal and plant breeding. A commonly used marker type for genotyping of plants are single nucleotide polymorphisms (SNPs), which are highly abundant (cf. Gupta et al. 2001). Due to variations of single nucleotide bases in the genome, SNPs are able to differentiate between individuals on the molecular level. As phenotyping is still cost- and time-intensive, one potential of GWP lies in shifting the focus from field testing of parental lines to the prediction of their performance from molecular data (cf. Nakaya and Isobe 2012; Heffner et al. 2010). Much research has been done in the field of GWP, its practical implementation in applied plant breeding programs is, however, still progressing rather slowly.

The process of GWP is illustrated in Figure 1.1. In a first step, genetic effects of markers are estimated with a statistical method for a set of individuals named “estimation set”. Individuals in the estimation set are genotyped and phenotyped for the traits of interest. The genetic effects can be used in order to predict genotypic values of individuals in the “prediction set”. Individuals in the prediction set are only genotyped with molecular markers across the whole genome. Estimated genetic effects from the estimation set and genotypic data from the individuals in the prediction set are both required for the prediction of genotypic values.
Figure 1.1. Illustration of GWP in applied plant breeding programs. Individuals in the estimation set are genotyped and phenotyped, whereas individuals in the prediction set are only genotyped. Genetic effects of markers are estimated with a statistical method for GWP. Three exemplary SNP markers are indicated by black arrows. The genetic effects can be used to identify genes, predict crosses or predict genotypic values for individuals in the prediction set.
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The obtained genetic effects can also be used to identify functional genes, which can further be used for marker-assisted introgression programs (Figure 1.1). However, accurate localization and effect size estimation of markers controlling the traits of interest are prerequisites for this application. Besides the identification of functional genes, plant breeders have high expectations for the prediction of crosses. The process of selecting favorable parental combinations for crosses has a very high impact on the success of a breeding program. Crosses can be predicted by estimating expectation and variance of the performance of a population derived from crossing two parental genotypes. The success of cross prediction with GWP strongly depends on accurate marker effect estimates in order to model the recombination of parental alleles.

GWP and sugar beet hybrid breeding

Throughout my work, the main focus was on the prediction of test cross performance of sugar beet (*Beta vulgaris* L.) inbred lines in an applied hybrid breeding program. The discovery of cytoplasmic male sterility (CMS) by Owen (1945) enabled the commercial hybrid production of sugar beet. Historically, the crop has faced an extreme genetic bottleneck in the 1960s when the system of CMS was developed with the simultaneous introduction of the highly desired monogermic seed character (Biancardi *et al.* 2010). Ever since, hybrid sugar beet seed is produced by crossing monogermic, cytoplasmic male-sterile plants with multigermic, fertile pollinators. In sugar beet hybrid breeding programs, the number of subpopulations of each heterotic pool equals the number of years required for a recurrent selection cycle. This ensures one completed breeding cycle each year and therefore the permanent availability of improved breeding material. The progeny of each breeding cycle is evaluated in field trials for its test cross performance.

After the invention of molecular markers, the introgression of the major gene *RZ1* into pollinator lines for resistance against rhizomania became a popular
example for an effective application of MAS in plant breeding (De Biaggi et al. 2010). Recently, we demonstrated the successful application of GWP in sugar beet breeding (Hofheinz et al. 2012) and thereafter, concordant results were presented by Würschum et al. (2013). The genome sequence of sugar beet has been published most recently by Dohm et al. (2014) and will facilitate the availability of cheap genome-wide dense molecular marker maps.

**Statistical methods for GWP**

Genome-wide dense marker maps lead to an overparameterization of GWP methods by fitting more marker data \( (p) \) than individuals \( (n) \). In order to overcome this problem, ridge regression or variable selection methods can be employed. The latter is utilized by the broad variety of Bayesian methods (cf. Meuwissen et al. 2001; Kärkkäinen and Sillanpää 2012). Here, specified prior distributions result in heteroscedastic marker variances. These marker-specific variances are expected to meet genetic requirements of monogenic and oligogenic traits, for example resistance traits, which are only influenced by one or a small number of genes. The main drawbacks of the Bayesian methods are their tremendous computational demand and difficulties concerning the definition of prior distributions and hyperparameters.

Throughout my work, I focused on methods employing shrinkage factors using ridge regression. Here, all markers are included in the model, but each estimated genetic effect is shrunk with a shrinkage factor \( \lambda \). If the degree of shrinkage is determined by dividing the error variance \( (\sigma_e) \) by the genetic variance \( (\sigma_g) \), the estimates are equivalent to best linear unbiased predictions (BLUP) of genetic effects (cf. Piepho 2009). The required restricted maximum likelihood (REML) estimates of the variance components can be obtained by using an expectation-maximization algorithm. BLUP estimates of genetic effects are obtained by shrinking each genetic effect to the same extent, no matter how much influence the marker has on the trait. A constant
shrinkage factor results in homoscedastic genetic variances for all markers. Homogeneous shrinkage proved to work well for the prediction of quantitative traits, for example yield-related traits, which are influenced by many genes, each having a small effect on the trait (cf. Crossa et al. 2010; Hofheinz et al. 2012).

The assumption of homogeneous shrinkage will, however, circumvent the applications of GWP methods in which accurate marker effect estimates are needed. Therefore, heteroscedastic marker variances are a prerequisite for applications like prediction of the performance of crosses or identification of genes in applied plant breeding programs. Due to the rapidly growing dimension of data sets, solutions which address the computational obstacles that arise with the Bayesian methods are required. Our goal was to develop novel, computationally efficient ridge regression methods employing heteroscedastic marker variances (Hofheinz and Frisch 2014). Here, each genetic effect is shrunk with a marker-specific shrinkage factor. Simultaneously, Shen et al. (2013) introduced the heteroscedastic effects model (HEM) as a generalized ridge regression approach employing marker-specific shrinkage in a non-Bayesian framework.

**Implementation of GWP in different crops**

In the beginning of the 21st century, the pioneering publication of Meuwissen et al. (2001) rapidly revolutionized the field of animal breeding. A few years later, many simulation studies which focused on plant breeding followed (e.g., Bernardo and Yu 2007; Wong and Bernardo 2008; Bernardo 2009; Zhong et al. 2009). The main goal of these studies was to show the theoretical potential of GWP to overcome the shortcomings of MAS and QTL mapping. Recently, GWP studies employing experimental data sets from different crops such as maize (cf. Piepho 2009; Crossa et al. 2010; Albrecht et al. 2011), wheat (cf. Heffner et al. 2011; Zhao et al. 2013), barley (cf. Lorenz et al. 2012), sugar
beet (Hofheinz et al. 2012; Würschum et al. 2013), rapeseed (Würschum et al. 2014) and trees such as apple (Kumar et al. 2012) or loblolly pine (Resende et al. 2012) were published.

The focus of the above-mentioned studies was on the validation of GWP methods for their prediction accuracy. All individuals in the data sets of these studies were genotyped and phenotyped and cross validation was used to assess the prediction accuracy. Cross validation randomly divides the data set into two parts: The estimation set is used for estimating the marker effects and the prediction set is used for validating the predicted genotypic values. As a measure of prediction accuracy from repeated cross validations, the Pearson correlation coefficient between observed phenotypic values and predicted genotypic values is usually calculated. Additionally, the estimated correlation can be divided by the square root of the heritability (cf. Daetwyler et al. 2013). This measure is useful when the investigated data sets basically consist of individuals belonging to the same breeding cycle, as it is the case in the above-mentioned GWP studies. However, plant breeders desire the prediction of lines with marker effects estimated in a previous breeding cycle. For such cases, cross validation might not be sufficient for assessing the accuracy of prediction and therefore, independent validation is required. Further research about the transferability of marker effect estimates to subsequent breeding cycles needs to be investigated.

The common conclusion from most empirical studies comparing GWP methods employing homo- and heteroscedastic marker variances was that differences in prediction accuracies were negligible regardless of the trait architecture (cf. Heslot et al. 2012; Wimmer et al. 2013). However, less effort has been invested so far in the comparison of GWP methods with respect to their accuracy of marker effect estimation. Sizes of marker effect estimates obtained with different GWP methods have been compared in few studies (Lorenz et al. 2012; Kumar et al. 2012; Shen et al. 2013) and remarkable differences were demonstrated. Kumar et al. (2012) described a strong shrinkage of small effect markers and little shrinkage of markers with
greater effects for a Bayesian GWP method. In the simulation study of Wimmer et al. (2013), accuracies of estimated marker effects were compared for ridge regression BLUP (RR-BLUP) and several variable selection methods. It was shown that variable selection outperformed RR-BLUP for certain combinations of model complexity and determinedness level. These results highlight the importance of further investigations for accuracy of marker effect estimates from GWP methods. High accuracies are a prerequisite for applications of GWP like the identification and functional analysis of genes for introgression or for the prediction of cross performance. Moreover, besides accuracy of marker effect estimates, other criteria like computational efficiency, user-friendliness, etc. will become important for the evaluation of GWP methods in prospective studies.

Objectives

The main goal of my thesis research was to investigate GWP with newly developed ridge regression methods in applied plant breeding programs with a focus on sugar beet. Specifically, my objectives were to:

(1) Compare cross validation with independent validation using sugar beet lines from a subsequent breeding cycle. High and low heritable traits were investigated to analyze whether marker effects estimated in one breeding cycle can be used for the prediction of test cross performance in the subsequent breeding cycle.

(2) Propose a ridge regression approach that approximates BLUP estimates of genetic effects (RIR) to reduce the required computing time.

(3) Suggest novel heteroscedastic ridge regression approaches, where shrinkage factors are obtained by estimating single-marker variance components (RMLA, RRWA) or by modifying the restricted maximum
(4) Investigate the properties of the novel ridge regression approaches with respect to prediction accuracy, computational efficiency and accuracy of effect estimates by analyzing simulated data and data sets from applied breeding programs of maize, wheat and sugar beet.
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Abstract Genome-based prediction of genetic values is expected to overcome shortcomings that limit the application of QTL mapping and marker-assisted selection in plant breeding. Our goal was to study the genome-based prediction of test cross performance with genetic effects that were estimated using genotypes from the preceding breeding cycle. In particular, our objectives were to employ a ridge regression approach that approximates best linear unbiased prediction of genetic effects, compare cross validation with validation using genetic material of the subsequent breeding cycle, and investigate the prospects of genome-based prediction in sugar beet breeding. We focused on the traits sugar content and standard molasses loss (ML) and used a set of 310 sugar beet lines to estimate genetic effects at 384 SNP markers. In cross validation, correlations $\geq 0.8$ between observed and predicted test cross performance were observed for both traits. However, in validation with 56 lines from the next breeding cycle, a correlation of 0.8 could only be observed for sugar content, for standard ML the correlation reduced to 0.4. We found that ridge regression based on preliminary estimates of the heritability provided a very good approximation of best linear unbiased prediction and was not accompanied with a loss in prediction accuracy. We conclude that prediction accuracy assessed with cross validation within one cycle of a breeding program can not be used as an indicator for the accuracy of predicting lines of the next cycle. Prediction of lines of the next cycle seems promising for traits with high heritabilities.

Introduction

Prediction of genetic values with genome-wide dense marker maps was proposed in an animal breeding context by Meuwissen et al. (2001). Simulation studies (Bernardo and Yu 2007; Bernardo 2009; Wong and Bernardo 2008; Xu 2003; Zhong et al. 2009) suggested that it can overcome shortcomings limiting the application of QTL mapping and marker assisted selection in plant breeding.

In a study with maize, test cross performance for kernel dry weight of 208 doubled haploid lines was assessed in five locations (Piepho 2009). The lines were genotyped with 136 SNP and SSR markers and the model fit of various ridge regression models was assessed. It was suggested that genotype $\times$ environment interactions and genetic effects not captured by markers should be included in genome-based prediction models. Parametric and semiparametric models for genome-based prediction were compared in a study using phenotypic data of 599 wheat lines grown in four environments and 300 maize lines grown under two different conditions (Crosa et al. 2010). 1,447 markers were used for the genotyping of the wheat lines and 1,148 markers for the maize lines. In cross validation, correlations between observed and predicted performance in the range of 0.4–0.5 were observed for grain yield and up to 0.79 for flowering time. Genome-based prediction with mixed linear models was investigated in a study with 1,380 doubled haploid maize lines grown in seven environments and phenotyped for the traits grain dry
matter yield and grain dry matter content (Albrecht et al. 2011). The lines were genotyped with 1,152 SNP markers. In cross validation, correlations between predicted and observed test cross performance up to 0.74 were observed. While Piepho (2009) used the model fit in the estimation set as a measure to compare alternative models, Crossa et al. (2010) and Albrecht et al. (2011) used cross validation in the estimation set to assess prediction accuracy. However, no results are available investigating the accuracy of genome-based prediction when the set of lines to be predicted belongs to the breeding cycle that follows the breeding cycle to which the estimation set belongs.

The goal of our study was to assess the accuracy of genome-based prediction of test cross performance for sugar content (SC) and standard molasses loss (ML) in sugar beet (Beta vulgaris L.) by using data from two subsequent cycles of a breeding program. In particular our objectives were to (1) compare ridge regression employing preliminary estimates of the heritability (RIR) with best linear unbiased prediction (BLUP) for predicting marker effects, (2) compare cross validation for assessing prediction accuracy of genome-based prediction with validation using data from a subsequent breeding cycle, (3) draw conclusions on the potential of genome-based prediction in sugar beet breeding.

## Methods

### Plant material

The estimation set consisted of 310 inbred lines randomly derived from 34 crosses among 9 diploid sugar beet lines. The number of progenies from each cross ranged from two to seven. The 56 lines of the validation set were derived from 8 crosses among 6 lines of the estimation set. The number of progenies from each cross ranged from 3 to 11. The line development included selection between crossing parents as well as selection between lines. The lines were selected for high performance and to maintain the genetic diversity within the breeding pool.

### Field data

Test cross performance of the lines of the estimation set was evaluated for SC (%) and ML (%) in field trials at six European locations with one tester. The lines were a subset of a larger trial that was set up in 10 × 10 lattices with two replications. The lines of the validation set were evaluated as part of a larger trial that employed alpha lattices with block size 10 at six European locations. A two-replicate design was employed. The first replicate was assigned to the first of two testers and the second replicate to the second.

Four standard genotypes were included. The field trials were analysed with a two-stage analysis. In the first stage the adjusted entry means were calculated for each environment. These were combined in an analysis of series of experiments. The error variance for the analysis of the series was obtained by pooling the individual error variances. Following the practice of commercial sugar beet breeding, relative values were calculated that refer to the average of the standard lines. The relative values were calculated from the means across environments. The use of relative values might not be totally consistent with assumptions implicitly made by our further analyses; however, in the present study, our focus is on practical applicability.

### Marker data

Genotyping was carried out with the same marker set of 384 SNPs in the estimation set and in the validation set. The nine chromosomes of sugar beet had lengths of about 1 M and the total map length was 10.25 M. Hence, the average map distance between two adjacent markers was 3.6 cM. Markers with more than two alleles, more than 20 % missing values, or a low degree of polymorphism (1 − ∑̄̂f̄ 2 < 0.1, where f̄ 1, f̄ 2 are the allele frequencies at a marker) were discarded. This resulted in 300 SNPs for the estimation set and 198 SNPs for the validation set that were used for the calculations.

The marker data were used to investigate the relatedness of the material (Fig. 1) and the decay of linkage disequilibrium depending between pairs of loci depending on their map distance (Fig. 2).

### Linear model

For estimating the genetic effects of the SNPs we used the linear model

\[ y = \mathbf{1}_m \beta_0 + \mathbf{Z} \mathbf{u} + \mathbf{e} \]  

(1)

where \( y \) is the vector of \( N \) phenotypic values, \( \beta_0 \) a fixed intercept, \( \mathbf{Z} \) the design matrix relating the marker data to genotypes, \( \mathbf{u} \) the vector of genetic effects, and \( \mathbf{e} \) the vector of residuals. The genetic effects \( \mathbf{u}_l (l = 1 \ldots m) \) at the \( m \) SNPs were assumed to follow a normal distribution with expectation 0 and variance \( \sigma_u^2 \). The residuals were assumed to follow a normal distribution with expectation 0 and variance \( \sigma_e^2 \). It was assumed that \( \text{cov}(u_i, u_j) = 0 \) \( (i \neq j) \) and \( \text{cov}(e_i, e_j) = 0 \) \( (k \neq l) \).

We assume that the possible allele effects at each locus follow a distribution with a common variance. An alternative model takes the allele frequencies at the individual loci into account and assumes that in the estimation set each locus contributes equally to the genetic variance (Crossa et al. 2010). For predicting the genetic values in a
new validation set, our approach seems more suitable, because allele frequencies in the estimation and validation sets are most likely different.

The assumption of independent residuals in Eq. 1 is simplifying, because adjusted means are neither uncorrelated nor necessarily homoscedastic. It remains open to further research, whether more advanced linear models, that combine the analysis of the field design and the modeling of marker effects are able to increase the accuracy of prediction of genetic values.

Best linear unbiased prediction

We used an expectation-maximization (EM) algorithm to obtain restricted maximum likelihood (REML) estimates of the variance components $\sigma_u^2$ and $\sigma_e^2$ (Searle et al. 1992, p. 303). The EM algorithm is known to be slow in convergence and commercial software implements more sophisticated numerical approaches. However, it showed good performance for our data set. Convergence was reached with less than 10 iterations and computing times less than one second were required when using starting values determined on basis of Eq. 7. The algorithm showed high numerical stability and similar performance for other data sets from sugar beet and maize breeding programs.

To obtain best linear unbiased predictions (BLUP) of the genetic effects we solved (Searle 1987, p. 509)

$$\begin{pmatrix}
1 & 1 \\
Z1 & Z'Z + \lambda^2 1 \\
\end{pmatrix}
\begin{pmatrix}
\beta_0 \\
u
\end{pmatrix}
= 
\begin{pmatrix}
1' y \\
Z'y
\end{pmatrix}$$

for $u$ where

$$\lambda^2 = \sigma_e^2 / \sigma_u^2$$

An LU decomposition with back substitution (Press et al. 1992, p. 44) was used for solving Eq. 2.

With respect to terminology, we follow the literature on linear models (Searle 1987, Searle et al. 1992) and Meuwissen et al. (2001), and use the abbreviation BLUP for the best linear unbiased prediction of the elements of the $u$ vector. Albrecht et al. (2011) employed the term random regression (Model RR) for a similar model.

Prediction with ridge regression

RIR was carried out by solving the mixed model equations (Eq. 2) with a fixed shrinkage parameter $\lambda^2$. As a starting point, we used the convenient but incorrect assumption (Bernardo and Yu 2007), that the variance due to each
marker can be approximated by dividing an estimate of the genotypic variance by the number of markers. As pointed out by Piepho (2009), estimates of the genotypic variance are usually obtained from models assuming independent genotype effects. This is in contrast with the marker-based ridge regression model that implies correlation among genotypic effects. Due to this fundamental difference in the models, we do not claim mathematical rigour for the RIR approach suggested in the following.

To determine \( \hat{\lambda} \) we used preliminary estimates of the heritability \( h^2 \) that are typically available for the traits under selection in a breeding program. In a simplified model, these can be interpreted as

\[
h^2 = \frac{\sigma_g^2}{\sigma_g^2 + \sigma_e^2}
\]

(4)

where \( \sigma_g^2 \) is the genetic variance and \( \sigma_e^2 \) the residual variance. This approximation is a second point where we do not claim mathematical rigour for our approach: The masking variance used to obtain the heritability estimate typically includes not only the residual variance but further variance components. These are totally ignored in our interpretation of the heritability. This is expected to result in an inflated value for the error variance, resulting in a stronger shrinkage of the genotypic effects. However, if we make this simplification, we can write

\[
\frac{\sigma_g^2}{\sigma_e^2} = \frac{1}{h^2} - 1.
\]

(5)

and together with the assumption of equal variances of the marker effects, we can use the approximation

\[
\sigma_g^2 \approx \frac{1}{m} \sigma_e^2
\]

(6)

to define

\[
\hat{\lambda} = \frac{\sigma_g^2}{\sigma_e^2} = m \left( \frac{1}{h^2} - 1 \right).
\]

(7)

Using a shrinkage factor as defined in Eq. 7 can be regarded as an approximation of the BLUP approach. The difference between RIR and BLUP is that with RIR the shrinkage factor is determined from genetic and residual variances that were approximated from results on preliminary estimates of heritability, while in the BLUP approach these variances are estimated from the data. Hence, if the variance components correspond to the marker data, as is the case in the simulation example of Shepherd et al. (2010), then Eq. 7 results in BLUP. If preliminary estimates for the heritability are used, then it approximates BLUP. To determine \( \hat{\lambda} \) for our experimental data, we used preliminary estimates of the heritabilities of \( h^2 = 0.9 \) and 0.4 for the traits SC and ML. These values are not estimated for the particular set of material under consideration, nor approaches were employed to obtain the most precise heritability estimates possible for unbalanced data (Piepho and Möhring 2007). The appeal of the method lies in the fact that it employs rule-of-thumb estimates of the heritability that are easily available in breeding programs.

Validation

For assessing the prediction accuracy we carried out (a) cross validation within one breeding cycle and (b) validation with lines of the next breeding cycle. In each of 100 cross validation runs, the lines of the first breeding cycle were divided randomly to two parts, 254 lines were used to estimate marker effects and 56 lines to validate the effects. The correlations between observed and predicted test cross performance for RIR and BLUP were averaged over the 100 runs. For validation with lines from the next breeding cycle, we estimated the marker effects with the lines from the first breeding cycle and predicted the test cross performance of the lines of the subsequent breeding cycle. Then we assessed the correlation between the predicted and observed test cross performance.

Results

For SC the correlation between observed and predicted test cross values in the estimation set was \( r = 0.94 \) with RIR (employing a \( h^2 = 0.9 \)) and \( r = 0.93 \) for BLUP. In cross validation, correlations of on average 0.82 were observed for both prediction models. Prediction of the test cross values of lines of the next breeding cycle resulted in correlations \( r = 0.79 \) (RIR) and 0.80 (BLUP, Fig. 3).

For ML the correlation between predicted and observed test cross values in the estimation set was slightly greater for BLUP (\( r = 0.94 \)) than for RIR (\( r = 0.90 \)). However, in cross validation similar average correlations of \( r = 0.85 \) (RIR) and 0.86 (BLUP) were observed for both prediction models. Despite these high correlations in cross validation, that were even greater than those observed for SC, the transferability of the effect estimates to the next breeding cycle was low. A correlation of \( r = 0.41 \) was observed for RIR (employing a \( h^2 = 0.4 \)) and \( r = 0.39 \) was observed for BLUP.

Discussion

Accuracy of prediction methods

Bayesian methods provided better prediction accuracy than BLUP in the study that initially suggested genome-based...
prediction of genetic values (Meuwissen et al. 2001). Since then much effort was invested in Bayesian estimation methods (Gianola and van Kaam 2008; Park and Casella 2008; Gianola et al. 2006) that allow for distributions of the genetic effects with unequal variances, because it was expected that they provide improved prediction accuracy. However, as pointed out by Piepho (2009) and Goddard and Hayes (2007), the fact that all genetic effects are modelled as realizations of random variables with the same variance does not imply that all loci contribute equally to the genetic value. It was suggested by Piepho (2009) and Zhong et al. (2009) that the advantage of Bayesian estimation over BLUP observed by Meuwissen et al. (2001) might be a consequence of the effect distributions in the employed simulation model. Bernardo and Yu (2007) concluded that for plant models, Bayesian methods would provide little, if any, advantage and that approaches with variable variances might be superior for traits that are controlled by a few major genes. In contrast, for polygenic traits that follow closely the infinitesimal model of quantitative genetics, models with constant variances might be more appropriate. Schneider et al. (2002) detected five QTLs for SC on five chromosomes. They also found several QTLs for potassium, sodium, and alpha-amino nitrogen, which account for the trait ML. These results suggest that, due to the polygenic inheritance of SC and ML, BLUP is an appropriate method for genome-wide prediction in our data set.

Average correlations between predicted and observed test cross performance in the cross validation runs with the estimation set are presented.
support the hypothesis that for polygenic traits BLUP with constant variances is a suitable prediction method. RIR based on preliminary estimates of the heritability provided the same prediction accuracy as BLUP for both traits. With the present data set consisting of roughly 300 lines and 300 markers, obtaining BLUPs was not technically challenging. However, with large data sets convergence problems could occur. For such data sets an RIR approach might prove useful. In conclusion, BLUP provided genome-based predictions of high accuracy, and approximating BLUP on basis of preliminary estimates of heritabilities with RIR is a computationally simple alternative that was not accompanied with losses in prediction accuracy.

Cross validation and validation with the subsequent breeding cycle

The average correlations between predicted and observed test cross performance in cross validation were 0.82 (SC) and 0.86 (ML). Compared with results from maize and wheat (Crossa et al. 2010; Albrecht et al. 2011) these values are high. An explanation for the high correlations might be the homogeneity of the material in the investigated breeding pool. With an average distance between two adjacent markers of ≈ 3 cM, prediction of genetic values still relies on genotypic disequilibrium between marker and QTL alleles. If the breeding material in a pool is homogeneous, then the linkage phase of marker and QTL alleles is expected to be the same for large parts of the material, resulting in high prediction accuracy. In more diverse breeding material, however, more dense marker maps, ideally to the point that each gene underlying a trait can be directly traced by a SNP, are expected to improve prediction accuracy.

The correlation between observed and predicted values in cross validation was smaller for SC ($h^2_c = 0.9$) than for ML ($h^2_c = 0.4$). This result indicates that even for traits with low heritabilities, good correlations between observed and predicted performance can be obtained in cross validation. The relatedness of the genotypes within a breeding pool can be a reason for such high correlations. The following example illustrates the problem. Assume several full sib lines that share common marker alleles at several loci not underlying the trait under consideration. In addition, they share a high performance. Some lines are part of the estimation set in a cross validation run and others are part of the validation set. As a consequence, high effect estimates are assigned to the common marker alleles, and these effects are validated by the sister lines in the validation set. An important conclusion from these results is that cross validation in breeding pools of related material does not necessarily correct prediction models for over-fitting. In consequence, high correlations between predicted and observed performance in cross validation do not guarantee a good transferability of the estimated effects to a different set of breeding material.

In contrast to cross validation, where the correlations between predicted and observed performance were high for both traits, in independent validation large differences were observed. While for SC correlations amounted to 0.8, only correlations of 0.4 were observed for ML. These correlations correspond well to the preliminary estimates of the heritability $h^2_c = 0.9$ (SC) and 0.4 (ML). This indicates that cross validation can only provide limited information on the accuracy of predicting line performance with effects estimated from a previous breeding cycle. In particular it remains open to further research whether results comparing the accuracy of different prediction models are robust with respect to the difference between cross validation and independent validation.

Application in breeding programs

Test cross performance of lines in hybrid breeding can be predicted either with effects estimated from related lines of the same breeding cycle or with effects estimated in a previous breeding cycle. Prediction of untested lines with an estimation set from the same breeding cycle can be implemented by generating more candidate lines than will be evaluated in field trials. After having evaluated a portion of the lines in field trials, the performance of the second portion of lines is predicted, and the lines with the best predictions were included in the second stage of line testing. Employing genome-based selection in such a scenario is conceptually similar to the assessment of prediction accuracy with cross validation. Due to the relatedness of the breeding material, even random associations between markers and phenotypes can be exploited by genome-based prediction. The high correlations in cross validation suggest that a considerable gain in response to selection can be realized with such applications.

Prediction of lines with an estimation set from the previous breeding cycle can be implemented as follows. More candidate lines are generated than will be evaluated in the field trials. All of these are genotyped and those with the best predicted test cross values were evaluated in the field. This can be regarded as indirect selection where the correlation $\rho$ between the trait under selection and the trait to be improved is the correlation between the gene effects in the estimation set and the gene effects in the validation set (which could be called in this context more appropriately prediction set). The upper bound of this correlation is limited by a measure for the heritability, that takes into account not only the variance components of the field trial, but in addition the genetic change through recombination. We conclude that for assessing the accuracy of genome-based
prediction with effects estimated in previous breeding cycles, cross validation within one cycle is not sufficient, but independent validation is required. Our results suggest that such predictions are only promising for traits with high heritabilities.
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Chapter 3

Heteroscedastic ridge regression approaches for genome-wide prediction with a focus on computational efficiency and accurate effect estimation

\footnote{Hofheinz, N., and M. Frisch (2014) Heteroscedastic ridge regression approaches for genome-wide prediction with a focus on computational efficiency and accurate effect estimation. \textit{G3: Genes | Genomes | Genetics} \textbf{4}: 539-546.}
Heteroscedastic Ridge Regression Approaches for Genome-Wide Prediction With a Focus on Computational Efficiency and Accurate Effect Estimation
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ABSTRACT
Ridge regression with heteroscedastic marker variances provides an alternative to Bayesian genome-wide prediction methods. Our objectives were to suggest new methods to determine marker-specific shrinkage factors for heteroscedastic ridge regression and to investigate their properties with respect to computational efficiency and accuracy of estimated effects. We analyzed published data sets of maize, wheat, and sugar beet as well as simulated data with the new methods. Ridge regression with shrinkage factors that were proportional to single-marker analysis of variance estimates of variance components (i.e., RRWA) was the fastest method. It required computation times of less than 1 sec for medium-sized data sets, which have dimensions that are common in plant breeding. A modification of the expectation-maximization algorithm that yields heteroscedastic marker variances (i.e., RMLV) resulted in the most accurate marker effect estimates. It outperformed the homoscedastic ridge regression approach for best linear unbiased prediction in particular for situations with high marker density and strong linkage disequilibrium along the chromosomes, a situation that occurs often in plant breeding populations. We conclude that the RRWA and RMLV approaches provide alternatives to the commonly used Bayesian methods, in particular for applications in which computational feasibility or accuracy of effect estimates are important, such as detection or functional analysis of genes or planning crosses.
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Best linear unbiased prediction (BLUP) and Bayesian approaches were suggested by Meuwissen et al. (2001) for predicting genotypic values with DNA markers. These genome-wide prediction (GWP) approaches have proven to be useful in plant breeding populations (cf. Crossa et al. 2010, Albrecht et al. 2011, Hofheinz et al. 2012). To overcome the problem of overparameterization triggered by more available marker data (p) than number of observations (n), shrinkage factors (ridge regression; BLUP) or variable selection (Bayesian approaches) can be used. Shrinkage factors can be constant for all markers or marker-specific with the use of homo- or heteroscedastic genetic variances.

Homo- and heteroscedastic genetic variances at all markers in the linear model are regarded as a major shortcoming of the BLUP approach because many traits are assumed to be controlled by only a subset of the genes of an individual, not by all of them. This shortcoming motivated the development of Bayesian approaches that allow for heteroscedastic marker variances but at the expense of being computationally demanding (cf. Meuwissen et al. 2001, Shepherd et al. 2010, Kärkkäinen and Sillanpää 2012). To avoid the computational demands of Bayesian approaches, a linear model approach that uses heteroscedastic marker variances for data sets with more genotypes than markers was proposed by Piepho (2009). The generalized ridge regression (heteroscedastic effects model, or HEM) of Shen et al. (2013) also allows marker-specific shrinkage for overparameterized situations. These authors emphasized the need for computationally efficient GWP approaches with heteroscedastic marker variances.

The accuracy of the predicted genotypic values for GWP approaches with homoscedastic and heteroscedastic marker variances was compared, e.g., for fruit traits in apple (Kumar et al. 2012),
Fusarium head blight resistance in barley (Lorenza et al. 2012), 13 traits important in wheat breeding (Heffner et al. 2011), and for eight data sets in wheat, barley, Arabidopsis, and maize data sets (Heidet et al. 2012). The common conclusion was that in most instances the accuracy of predicting genotypic values was comparable for the investigated approaches. In particular, (1) none of the approaches was clearly superior for all data sets of any range of applications; and (2) the BLUP approaches proved to provide good prediction accuracies, even for traits that are not supposed to follow closely the infinitesimal model of quantitative genetics, such as resistances. This finding was confirmed in a simulation study by Wimmer et al. (2013), who recommend the use of BLUP in plant breeding populations with large linkage disequilibrium (LD) extent, small sample sizes, and medium trait heritabilities.

The focus of the aforementioned studies was on the prediction of genotypic values of the individuals of a prediction set, and high prediction accuracies were observed when the individuals of the training and the prediction set were related (cf. Hofheinz et al. 2012). If training and prediction sets are a finite population of related individuals, then long chromosome stretches are expected to be in LD. In such populations, it is sufficient for a high prediction accuracy of genotypic values that the effects of chromosome stretches in LD are estimated with high accuracy. A high accuracy of estimating the effects of single markers is not necessary. Even if the estimated effects of single markers might be different for the different GWP approaches, the sum of the effects on a chromosome stretch in LD might be of similar size. This can be regarded as an explanation why different GWP approaches with homoscedastic and heteroscedastic variance components result in a prediction of genotypic values of similar accuracy.

The focus of this research lies on the accuracy of GWP approaches with respect to estimating the effects of single markers. This accuracy is important for the identification and functional analysis of genes, for the identification of target genes for marker-assisted gene introgression programs, and for the prediction of the performance of crosses. Predicting crosses, i.e., estimating expectation and variance of the performance of a population derived from a cross of two parental genotypes, is an application of GWP in which plant breeders have high expectations, but no reports of successful implementations have been published. Predicting crosses builds on modeling the breaking up of existing LD and the recombination of favorable alleles originating from the two parents of a cross. Both the accurate localization of markers linked to the investigated trait and the accurate estimation of the effects via a GWP approach are of central importance for the success of such a prediction.

Our objectives were (1) to present novel heteroscedastic ridge regression approaches that improve existing approaches with respect to computational efficiency or accuracy of effect estimates and (2) to demonstrate their properties with computer simulations and with data sets of maize, wheat, and sugar beet.

**METHODS**

**Linear model**

For estimating the genetic effects of m biallelic single-nucleotide polymorphism (SNP) markers, a linear model, as follows, can be used:

\[ y = \mathbf{1} \beta_0 + \mathbf{Z} \mathbf{u} + \mathbf{e} \]  

(1)

\( y \) is the vector of \( N \) phenotypic values, \( \beta_0 \) is a fixed intercept, \( \mathbf{Z} \) is the design matrix relating the marker data to genotypes, \( \mathbf{u} \) is the vector of genetic effects, and \( \mathbf{e} \) is the vector of residuals. The elements of \( \mathbf{Z} \) are coded as linear regression on the number of one of the two alleles, i.e., as \( 0, 1, 2 \). The genetic effects \( u_t (t = 1, \ldots, m) \) and the residuals are normally distributed with \( u_t \sim N(0, \sigma_u^2) \) and \( e_k \sim N(0, \sigma_e^2) \) \( (k = 0, \ldots, N) \). Furthermore, \( \text{cov}(u_t, u_{t'}) = 0 \) \( (t \neq t') \) and \( \text{cov}(u_t, e_k) = 0 \) \((k \neq 0) \).

In ridge regression, the genetic effects \( u_t \) are predicted by solving the following mixed-model equations

\[
\begin{pmatrix}
I & Z \\
Z & ZZ + \Lambda
\end{pmatrix}
\begin{pmatrix}
\hat{\beta}_0 \\
\hat{\mathbf{u}}
\end{pmatrix}
= \begin{pmatrix}
I \\
Zy
\end{pmatrix}
\]

(2)

where \( \Lambda \) is a diagonal matrix that defines the amount of shrinkage. If its elements \( \lambda_t (t = 1, \ldots, m) \) are defined as \( \lambda_t = \sigma_u^2 / \sigma_t^2 \) and \( \sigma_t^2 = \sigma_e^2 \) for all \( t \), then the predictions \( \hat{u}_t \) are the BLUPs (cf. Piepho 2009). This approach uses typically variance components \( \sigma_u^2 \) and \( \sigma_e^2 \) estimated from the data set under investigation.

In an approximative approach, preliminary rule-of-thumb estimates of the heritability \( h^2 \) can be used to define \( \lambda_t = (1/h^2 - 1)m \) (ridge regression employing preliminary estimates of the heritability (RIR), Hofheinz et al. 2012). In the following, we suggest approaches to determine marker-specific shrinkage parameters \( \lambda_t \) for ridge regression.

**Shrinkage by single-marker variance component estimates**

A moment estimator of the variance component for each marker can be obtained from a random single-factor analysis of variance (ANOVA) as follows:

\[
\hat{\sigma}_t^2 = \frac{\text{MQM}_t - \text{MQE}_t}{N - \sum \hat{\sigma}_s^2 / N}
\]

(3)

\( \text{MQM}_t \) and \( \text{MQE}_t \) are the mean squares due to the marker and the error in the ANOVA for the \( t \)-th marker, \( N \) is the total number of individuals, and \( s_t \) \( (t = 1,2,3) \) are the numbers of individuals in the three marker classes.

The \( \hat{\sigma}_t^2 \) are not independent and, therefore, they do not sum up to the genetic variance, which means that they cannot be used directly to determine the shrinkage factor. However, they can be used to partition the total genetic variance to the individual markers:

\[
\hat{\sigma}_t^2 = \frac{\hat{\sigma}_t^2}{N} \sum_{i=1}^{p} \hat{\sigma}_{i,t}^2
\]

(4)

Here, the proportion of the genetic variance that is assigned to a marker \( t \) is proportional to the contribution of the single-marker ANOVA variance component of marker \( t \) to the sum of the single marker variance components of all markers. This results in shrinkage factors

\[
\hat{\lambda}_t = \frac{\hat{\sigma}_t^2}{\sum_{i=1}^{p} \hat{\sigma}_{i,t}^2}
\]

(5)

The approach used to determine the shrinkage factors in Equation 5 is abbreviated as RMLA (i.e., estimation of the error and genetic variance components with restricted maximum likelihood and partitioning according to ANOVA variance components).

The estimation of the genetic and error variance components from the data set under consideration can be replaced by using preliminary
estimates of the heritability $h^2_2$ as suggested by Hofheinz et al. (2012). This results in shrinkage factors
\[ \lambda_l = (1/h^2_l - 1)m \sum \sigma^2_l C^2 / \sigma^2_l \]  
(6)
We abbreviate this procedure RRWA (i.e., ridge regression with weighing factors according to ANOVA variance components).

Shrinkage by fixing the residual variance in variance component estimation

BLUPs of $u$ in a linear model as defined by Equation 1 can be obtained with an iterative procedure on basis of the expectation-maximization algorithm (Searle et al. 1992) that consists of solving the mixed-model equations in Equation 2 for the parameter vector and then solving the following,
\[ \hat{\sigma}^2_l = \frac{\{y - X\hat{\beta} - u_l \} X \{y - X\hat{\beta} - u_l \}}{(N - 1)} \]  
(7)
for the variance components until convergence is reached (Misztal and Schaeffer 1986). Here $q_l$ is the number columns of the design matrix $Z$ that correspond to the variance component $\sigma^2_l$ and $trC_Z$ is the trace of the inverse of the coefficient matrix of Equation 2 that corresponds to the variance component.

If $\sigma^2_l = \sigma^2_l \mathbf{I}$ ($l \in \{1 \ldots m\}$) is the constant variance of marker effects, $C_Z$ is the complete coefficient matrix, and $q_l$ the number of columns of $Z$ (assuming full column rank), then the procedure can be used to obtain the variance components that yield the BLUPs.

A modification can be used to determine marker-specific shrinkage factors for ridge regression. First, $\sigma^2_l$ is estimated as with BLUP.

Then, the iterative procedure is repeated, but with two modifications:

1. The residual error $\sigma^2_l$ is not updated in each iteration round but instead the residual variance is held fixed for the value estimated in the first round.

2. For each marker, a different $\sigma^2_l$ is estimated. This results in $m$ values for $\sigma^2_l$ and those are used to define the shrinkage factor for ridge regression as $\lambda_l = \sigma^2_l / \hat{\sigma}^2_l$. We abbreviate this procedure RMLV (i.e., modification of the restricted maximum likelihood procedure that yields heteroscedastic variances).

Software

We implemented the RIR, RMLA, RRWA, and RMLV approaches in our software SelectionTools (www.uni-giessen.de/population-genetics/downloads), which was also used for computer simulations. To perform reparameterized BLUP we used the R package rrBlupMethod6 (Piepho et al. 2012). The package BLR (Pérez et al. 2010) was applied for performing the Bayesian LASSO (BL). We used 1500 iterations and discarded the first 500 iterations as burn-in. The R package bigRR (Shen et al. 2013) was used for the HEM approach. A summary of all approaches used in the present study is given in Table 1. The code for all calculations is available in the Supporting Information, File S1, File S2, File S3, and File S4.

Experimental data sets

Three experimental data sets were used to investigate the prediction accuracy, size of effect estimates, and computing time of GWP approaches. The first data set consisted of 380 tropical maize lines from the International Maize and Wheat Improvement Center (CIMMYT), which were genotyped with 1148 SNP markers (Crossa et al. 2010). The traits grain yield (GY), female flowering, male flowering, and anthesis-silking interval were analyzed. Each trait was evaluated under severe drought stress and well-watered conditions.

The second data set consisted of 306 elite wheat lines from CIMMYT, which were genotyped with 1717 diversity array technology markers (Pérez-Rodríguez et al. 2012). The averages of all employed environments for the traits GY and days to heading were analyzed. The maize and the wheat data sets are available as an online supplement to the publications.

The third data set consisted of 310 inbred lines from a commercial sugar beet breeding program, which were genotyped with 300 SNP markers (Hofheinz et al. 2012). The traits sugar content and molasses loss were analyzed. Genotypic and phenotypic data for both traits are available in the File S4.

To assess the accuracy of predicting genotypic values, we used repeated random subsampling to divide the data for cross validation. The first subset was used to estimate the marker effects and contained 80% of the data. The second subset contained 20% of the data and was used to validate the effects. The correlations between observed and predicted values were averaged over 100 cross validation runs.

Simulations

Computer simulations were used to investigate prediction accuracy of GWP approaches with respect to map position and effect size. To investigate the effect of high and low LD, we simulated random intermating of a large F1 population for either three or 19 generations ($ngen = 3, 19$). From the last intermating generation, 600 random doubled haploid lines were developed. We simulated 10 chromosomes, each of 1.6 M length, which were evenly covered with markers. To

| Table 1 Summary of GWP approaches organized by the assumption of marker variances in the present study |
|-----------------|-----------------|-----------------|-----------------|
| Approach        | Homoscedastic   | Heteroscedastic | Reference/R Package |
| BLUP            | x               |                 | Meuwissen et al. (2001) |
| rBlupM6         | x               |                 | Piepho et al. (2012) |
| RIR             | x               |                 | Hofheinz et al. (2012) |
| BL              |                 |                 | Pérez et al. (2010) |
| HEM             | x               |                 | Shen et al. (2013) |
| RMLA            | x               |                 | New approach |
| RMLV            | x               |                 | New approach |
| RRWA            | x               |                 | New approach |

GWP, genome-wide prediction; BLUP, best linear unbiased prediction; RIR, ridge regression employing preliminary estimates of the heritability; BL, Bayesian LASSO; HEM, heteroscedastic effects model; RMLA, estimation of the error and genetic variance components with restricted maximum likelihood and partitioning according to analysis of variance components; RMLV, modification of the restricted maximum likelihood procedure that yields heteroscedastic variances; RRWA, ridge regression with weighing factors according to analysis of variance components.
RESULTS
Computational efficiency

The computing time required to estimate marker effects with the simulated and experimental data sets was compared with a Linux workstation with 8 GB RAM and an Intel Core Quad 2.80 GHz processor. Among the approaches with homoscedastic marker variances, RRWA was the fastest, and among those with heteroscedastic marker variances, RRWA was the fastest (Table 2). With both approaches, marker effect estimation took less than a second for all investigated data sets. RMLV was the slowest approach, in particular, for large data sets, the required computing time was considerably greater than that required for the other approaches.

Prediction accuracy of GWP approaches

For the approaches BLUP, RRWA, RMLA, BL, and HEM, the correlation between predicted and observed phenotypic values ranged between 0.31 for flowering time in the maize data set and 0.86 for molasses loss in the sugar beet data set (Table 3). The differences in prediction accuracy between the data sets were pronounced; however, a clear trend with respect to differences between the GWP approaches was not observable. Prediction accuracies were nearly identical for the approaches BLUP, RR, and RRBlupM6; therefore, only the results for

![Table 2 Computing time (sec) required for the estimation of marker effects with different GWP approaches](image)

<table>
<thead>
<tr>
<th>Marker density</th>
<th>Homoscedastic Marker Variances</th>
<th>Heteroscedastic Marker Variances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RIR</td>
<td>BLUP</td>
</tr>
<tr>
<td>330 markers</td>
<td>0.03</td>
<td>0.16</td>
</tr>
<tr>
<td>810 markers</td>
<td>0.05</td>
<td>3.18</td>
</tr>
<tr>
<td>1610 markers</td>
<td>0.23</td>
<td>32.11</td>
</tr>
<tr>
<td>Crossa et al. (2010), 264 maize lines</td>
<td>0.10</td>
<td>9.08</td>
</tr>
<tr>
<td>Pérez-Rodríguez et al. (2012), 306 wheat lines</td>
<td>0.23</td>
<td>61.8</td>
</tr>
<tr>
<td>Hofheinz et al. (2012), 310 sugar beet lines</td>
<td>0.01</td>
<td>0.12</td>
</tr>
</tbody>
</table>

For the maize data set, the trait GY-WW was investigated, for the wheat data set the trait GY, and for the sugar beet data set the trait SC. GWP, genome-wide prediction; RR, ridge regression employing preliminary estimates of the heritability; BLUP, best linear unbiased prediction; RMLV, modification of the restricted maximum likelihood procedure that yields heteroscedastic variances; RRWA, ridge regression with weighing factors according to analysis of variance components; HEM, estimation of the error and genetic variance components with restricted maximum likelihood and partitioning according to analysis of variance components; BL, Bayesian LASSO; HEM, heteroscedastic effects model; SNP, single-nucleotide polymorphism; DArT, diversity array technology; GY, grain yield; WW, well-watered; SC, sugar content.

Table 3 Correlation between observed and predicted phenotypic values determined with cross validation for different traits in the maize, wheat, and sugar beet data sets

<table>
<thead>
<tr>
<th>Trait-Environment</th>
<th>BLUP</th>
<th>RMLV</th>
<th>RRWA ($h^2_i$)</th>
<th>RMLA</th>
<th>BL</th>
<th>HEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crossa et al. (2010), 284 maize lines (264 lines, GY)</td>
<td>0.82</td>
<td>0.78</td>
<td>0.80 ($0.9$)</td>
<td>0.80</td>
<td>0.83</td>
<td>0.82</td>
</tr>
<tr>
<td>MFL-WW</td>
<td>0.36</td>
<td>0.28</td>
<td>0.35 ($0.8$)</td>
<td>0.38</td>
<td>0.36</td>
<td>0.35</td>
</tr>
<tr>
<td>MFL-SS</td>
<td>0.45</td>
<td>0.28</td>
<td>0.38 ($0.8$)</td>
<td>0.39</td>
<td>0.45</td>
<td>0.44</td>
</tr>
<tr>
<td>FFLL-WW</td>
<td>0.31</td>
<td>0.27</td>
<td>0.32 ($0.8$)</td>
<td>0.31</td>
<td>0.31</td>
<td>0.32</td>
</tr>
<tr>
<td>FFLL-SS</td>
<td>0.51</td>
<td>0.35</td>
<td>0.46 ($0.8$)</td>
<td>0.47</td>
<td>0.48</td>
<td>0.50</td>
</tr>
<tr>
<td>ASI-WW</td>
<td>0.51</td>
<td>0.35</td>
<td>0.50 ($0.8$)</td>
<td>0.52</td>
<td>0.51</td>
<td>0.47</td>
</tr>
<tr>
<td>ASI-SS</td>
<td>0.51</td>
<td>0.35</td>
<td>0.44 ($0.8$)</td>
<td>0.46</td>
<td>0.50</td>
<td>0.45</td>
</tr>
<tr>
<td>GY-WW</td>
<td>0.54</td>
<td>0.36</td>
<td>0.46 ($0.9$)</td>
<td>0.50</td>
<td>0.54</td>
<td>0.52</td>
</tr>
<tr>
<td>GY-SS</td>
<td>0.43</td>
<td>0.19</td>
<td>0.34 ($0.9$)</td>
<td>0.37</td>
<td>0.43</td>
<td>0.35</td>
</tr>
<tr>
<td>López-Rodríguez et al. (2012), 306 wheat lines</td>
<td>0.65</td>
<td>0.54</td>
<td>0.66 ($0.8$)</td>
<td>0.66</td>
<td>0.63</td>
<td>0.63</td>
</tr>
<tr>
<td>DTH-average</td>
<td>0.59</td>
<td>0.41</td>
<td>0.57 ($0.9$)</td>
<td>0.60</td>
<td>0.58</td>
<td>0.55</td>
</tr>
<tr>
<td>Hofheinz et al. (2012), 310 sugar beet lines</td>
<td>0.83</td>
<td>0.78</td>
<td>0.80 ($0.9$)</td>
<td>0.80</td>
<td>0.83</td>
<td>0.82</td>
</tr>
<tr>
<td>SC</td>
<td>0.85</td>
<td>0.82</td>
<td>0.84 ($0.4$)</td>
<td>0.86</td>
<td>0.86</td>
<td>0.85</td>
</tr>
</tbody>
</table>

For the RRWA approach, the preliminary heritability estimates $h^2_i$ are given in brackets. BLUP, best linear unbiased prediction; RMLV, modification of the restricted maximum likelihood procedure that yields heteroscedastic variances; RRWA, ridge regression with weighing factors according to analysis of variance components; BL, Bayesian LASSO; HEM, heteroscedastic effects model; GY, grain yield; MFL, male flowering; WW, well-watered; SC, sugar content; ML, molasses loss.
BLUP are presented. The RMLV approach showed considerable lower prediction accuracies than the other approaches, ranging from \( r = 0.19 \) to 0.82. Similar trends were observed with the simulated data (data not shown).

**Size of effect estimates in the wheat data set**

In the wheat data set for the trait GY, markers for which the effects estimated with the BLUP approach were high had even greater effects with the RMLA approach (Figure 1). With RMLV, the differences in size between small and large effects were even greater. Most marker effects were shrunken to zero, and only a subset of markers had remarkably high effect estimates. The approaches RRWA and RMLA estimated marker effects of identical effect sizes. HEM and RRWA estimated marker effects of comparable magnitude. Both shrunk many marker effects toward zero and estimated greater effects for the remaining markers. However, the marker effects shrunken near zero were not the same for both approaches.

**Simulation study on accuracy of marker effect estimates**

For all combinations of marker distance \((md = 1, 2, 5)\) and LD \((ngen = 3, 19)\) the BLUP approach estimated the true marker effects with the least accuracy and the RMLV approach with the greatest accuracy (Figure 2). The BL, HEM, and RMLA approaches reached greater accuracies than the BLUP approach but still were outperformed considerably by the RMLV approach.

The accuracy of the BLUP approach was in particular low for the combination of small marker distances \((md = 1)\) and high LD \((ngen = 3)\). Here only RMLV resulted in usable effect estimates. With decreasing marker distances and decreasing LD the accuracy of the effect estimates obtained by the BLUP approach increased. However, the other approaches still provided effect estimates with considerable greater accuracy.

The greatest accuracy of effect estimates was achieved for large marker distances \((md = 5)\) and low LD \((ngen = 19)\), but still the BLUP showed a considerable underestimation of the true effects.

In addition to the simulations with a heritability of \(h^2 = 0.8\) (Figure 2), we performed the same set of simulations with a heritability of \(h^2 = 0.5\). The accuracy of effect estimates was lower but showed the same trends as with \(h^2 = 0.8\) (File S5).

**DISCUSSION**

**Heteroscedastic marker variances**

For highly polygenic traits that follow closely the infinitesimal model of quantitative genetics, like yield, GWP approaches assuming homoscedastic marker variances are expected to be efficient for...
predicting genotypic values. However, GWP approaches with heteroscedastic marker variances model better the genetic basis of traits when the number of markers is substantially greater than number of genes underlying the trait. This is the case for SNP maps with high marker densities or for traits that are controlled by only a few genes. Bayesian models were the first heteroscedastic GWP approaches. Their two main drawbacks are that choosing a suitable prior is required and that they are computationally very demanding. Dense marker maps have become state of the art and aggravate the problem of high computing times required for Bayesian approaches. Hence, fast and efficient heteroscedastic GWP approaches are necessary (cf. Shen et al. 2013).

Our RMLA approach, as well as the HEM approach of Shen et al. (2013), provides computational efficient alternatives to Bayesian approaches. The core of both approaches is to determine an individual shrinkage factor for each marker and then apply these shrinkage factors in ridge regression. The shrinkage factors for HEM are determined on basis of a BLUP estimate of the marker effects $u_i$, whereas RMLA uses a single-marker ANOVA. From a computational point of view, obtaining the BLUP estimates requires iterative procedures, whereas RMLA requires only the calculation of sums of squares. Consequently, determining shrinkage factors for RMLA is simpler and faster than for HEM. A second property that distinguishes RMLA from HEM is that the shrinkage factors for HEM are based on a first approximation, which uses homoscedastic marker variances; in contrast, the shrinkage factors for RMLA are based on a first approximation using heteroscedastic marker variances.

The computational efficiency of HEM was similar to that of RMLA for the data set of Crossa et al. (2010), but HEM was faster than RMLA for the data set of Pérez-Rodríguez et al. (2012) (Table 2). This advantage can be attributed to the optimized fitting algorithm of HEM, which makes its running time proportional to the number of individuals and not to the number of markers, as is the case for RMLA. Adopting a similar approach for RMLA might provide increased performance for dense marker maps. We chose to implement a different strategy for obtaining better performance. Approximating RMLA

Figure 2 Marker effects (blue circles) estimated with different GWP approaches in the simulated data set plotted against marker locations [M] for the first chromosome. The positions of the simulated quantitative trait loci are symbolized by open red diamonds, ngen is the number of random intermating generations, and md is the marker distance [cM] of two adjacent markers.
with RRWA uses preliminary estimates of the heritability instead of estimating the genetic and the residual variance from the data set under investigation. This results in a heteroscedastic ridge regression approach that does not need iterative procedures at all. RMLA and its approximation RRWA yielded the same effect estimates (Figure 1), and estimating the marker effects with RRWA took less than 1 sec for medium-sized data sets (Table 2). RRWA outperformed the other investigated approaches by factors between 10 and 100.

**Prediction of genotypic values and size of estimated effects**

The accuracy of predicting genotypic values was comparable for homo- and heteroscedastic genetic GWP approaches (cf. Heffner et al. 2011). Our results confirm that in general no advantage of a particular approach can be observed with respect to predicting genotypic values (Table 3). The size of effect estimates, however, was clearly different in the wheat data set of Pérez-Rodríguez et al. (2012) for the five investigated GWP approaches (Figure 1). The estimated effects for grain yield were greater for RMLA and HEM than for BLUP. RMLV resulted in the greatest effects and the most effects shranken near zero. Hence, the similarity of GWP approaches with respect to predicting genotypic values is not caused by similar estimated marker effects.

We conclude that a high accuracy of estimated marker effects is not a prerequisite for high prediction accuracies of genotypic values, as long as marker alleles that were in positive LD in the estimation set are still to a large extent in positive LD in the individuals for which the genetic values were predicted. However, because there are considerable differences in the estimated marker effects between the GWP approaches, the choice of the GWP approach is expected to have an impact on the success of such applications of GWP that rely on the accuracy of estimates of single marker effects.

**Importance of accurate effect estimates**

Identification of known candidate genes in *Arabidopsis* (Shen et al. 2013) and apple (Kumar et al. 2012) was possible with effect estimates obtained by heteroscedastic GWP approaches. In contrast, no successful identification of genes was reported with results from homo- and heteroscedastic BLUP estimates. This can be regarded as an indication that the greater effects obtained by the heteroscedastic approaches (Figure 1) are modeling the genetic basis of traits controlled by few genes better than homoscedastic BLUP and that accurate marker effect estimates are a prerequisite for the identification and fine mapping of functional genes.

An application of GWP that is most anticipated by plant breeders is planning crosses. In planning crosses, the probability distribution of the genotypic values of a population is investigated, which was derived from the cross of two parents with known phenotype and marker genotype. This distribution depends on the recombination between loci in the two parents of the cross, which breaks up the LD present in the parents. Here, it is not sufficient that the sum of genotypic values on a chromosome stretch in LD is correctly estimated. Instead, the effect of each single marker needs to be estimated with high accuracy. These two applications demonstrate that there is a need for GWP that provide accurate effect estimates for single markers.

With experimental data sets, the differences between GWP approaches with respect to effect sizes can be investigated (Figure 1), but it is not possible to evaluate which of the different effects at a marker is in fact the better estimate of the true (but unknown) effect. The importance of the two aforementioned applications and the fact that with experimental data the true effects are unknown motivated our simulation study.

**Accuracy of effect estimates depending on the GWP approach**

In breeding populations of crop species, the level of LD is typically high. Li et al. (2011) observed 20.6 cM for sugar type inbreds of sugar beet, and Stich et al. (2005) found an average LD length of 33 cM in European elite maize germplasm. The simulations with high marker density (md = 1) and high LD (rge = 3) represent such a genetic situation (Figure 2). Here BLUP estimates of the genetic effects of traits controlled by two genes are underestimated. The underestimation is so severe that a useful application of the BLUP effect estimates seems unrealistic. Although there is still a considerable underestimation of RMLV in this scenario, this approach was the only that provided an effect estimate useful for applications like prediction of crosses and identification of functional genes.

In conclusion, our results confirm the results of previous studies that the BLUP can provide accurate predictions of genotypic values. However, for dense markers and strong LD, the effect estimates of BLUP are very imprecise. For applications of GWP that rely on accurate effect estimations, heteroscedastic approaches are superior. In particular, the RMLV approach is a promising approach for providing accurate GWP effect estimates.
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Prediction of genotypic values

Cross validation and independent validation

The main focus of GWP applications in plant breeding has been on the prediction of genotypic values. In order to assess the prediction accuracies of GWP methods, many studies used cross validation methods on experimental data sets. Further, the correlations between observed and predicted performances were calculated. In a study with sugar beet inbred lines, we assessed correlations between observed and predicted test cross performances for 310 inbred lines (Hofheinz et al. 2012). The lines were genotyped with 384 SNPs and BLUP yielded in cross validation prediction accuracies of 0.86 and 0.82 for the low- and highly heritable traits molasses loss and sugar content, respectively. Similar high prediction accuracies between 0.72 and 0.80 were reported in a study employing a diversity set of 924 sugar beet inbred lines (Würschum et al. 2013). The inbred lines were genotyped with 677 SNPs and phenotyped for yield- and quality-related traits. Using mixed linear models, Albrecht et al. (2011) observed prediction accuracies between 0.72 and 0.74 for grain yield in a data set of 1,380 doubled haploid maize lines. They were genotyped with 1,152 SNPs. Such high prediction accuracies suggest that...
GWP can be implemented in practical hybrid breeding programs for the prediction of test cross performance of lines from the same breeding cycle with only a moderate number of SNPs.

In the above-mentioned studies, average distances between two adjacent markers of 1 cM (Würschum et al. 2013), 3 cM (Hofheinz et al. 2012) and 2.9 Mb (Albrecht et al. 2011) resulted in prediction accuracies which were based on gametic disequilibrium between marker and QTL alleles. The reported high prediction accuracies were most likely caused by the homogeneity of the breeding material. Homogeneity results in identical linkage phases of marker and QTL alleles for large parts of the breeding material. Here, a division into estimation and prediction set for cross validation leads to a situation in which closely related lines with high performance and the same marker alleles at loci not influencing the trait under study are assigned to both sets. Hence, high effect estimates are assigned to these marker alleles even though the loci do not account for the trait of interest. Consequently, high prediction accuracies are the result of such a validation. We assessed a prediction accuracy of 0.86 for the trait molasses loss, which typically reaches heritabilities of $h_p^2 = 0.4$ in sugar beet breeding programs (Hofheinz et al. 2012). This result gives clear evidence for the phenomenon of overfitting due to relatedness in cross validations.

Accounting for relatedness between inbred lines, Albrecht et al. (2011) predicted maize test cross performance with respect to within and across family sampling. Here, the high degree of relatedness between estimation and validation set and high linkage disequilibrium (LD) between markers and QTL lead to higher prediction accuracies within families. Moreover, Würschum et al. (2013) investigated prediction within families when the marker effects were estimated in a diverse set of sugar beet lines. Prediction accuracies were consequently lower than those observed when the diversity set was used for both estimation and prediction. Despite those findings, a certain degree of relationship between individuals of estimation and prediction set is essential for the prediction of genotypic values. However, the degree of relation
highly influences the amount of prediction accuracy. The proposed approach of Daetwyler et al. (2013) to account for relatedness between individuals of estimation and prediction set by adding a measure for relationship might improve the comparability of studies.

The prediction of genotypic values with marker effects estimated in a previous breeding cycle cannot be evaluated with cross validation. Instead, independent validation with data sets from two breeding cycles is required. Most recently, Albrecht et al. (2014) reported a small decrease in predictive ability with independent validation compared to cross validation in a study employing two highly heritable traits in maize. These results support our hypothesis that a transferability of effects estimated in one breeding cycle for predicting genotypes of a subsequent breeding cycle is only promising for highly heritable traits like sugar content in sugar beet (Hofheinz et al. 2012).

Similarity of prediction accuracies between GWP methods

The broad variety of GWP methods employing homo- and heteroscedastic marker variances achieved similar prediction accuracies in many studies employing experimental plant breeding data. Heslot et al. (2012) compared several GWP methods for their prediction accuracies in data sets of Arabidopsis, barley, maize and wheat and found no superior method. Four GWP methods showed similar prediction accuracies for 13 traits in a wheat data set (Heffner et al. 2011). Comparing GWP methods for traits with different genetic architectures in maize inbred lines, Riedelsheimer et al. (2012) found similar performance of all methods for both highly polygenic traits and metabolites with one known major QTL. In a study with data sets of maize, wheat and sugar beet, we compared six GWP methods and found no method to be advantageous (Hofheinz and Frisch 2014). Moreover, we demonstrated similar prediction accuracies reached by different GWP methods.
The main reason for small differences of prediction accuracies can be seen in the fact that long chromosome stretches are in LD in practical plant breeding populations. Observed average LD of sugar beet sugar type inbreds was 20.6 cM (Li et al. 2011) and European elite maize germplasm revealed an average LD of 33 cM (Stich et al. 2005). Average extents of intra-chromosomal LD in spring and winter wheat were 20.8 cM and 19.2 cM, respectively (Chao et al. 2010). Hence, tracing an individual QTL effect with marker-specific shrinkage as realized by heteroscedastic marker variances will reach prediction accuracies similar to those obtained by spreading the QTL effect along a LD stretch with homoscedastic marker variances. Wimmer et al. (2013) concluded that aside from a large LD extent, small sample sizes and medium trait heritabilities in applied plant breeding populations are reasons why GWP methods with heteroscedastic marker variances do not yield higher prediction accuracies. Besides, the authors showed that only the combination of large effective population sizes ($N_e$) and traits influenced by few genes can lead to a superiority of GWP methods employing heteroscedastic marker variances for the prediction of genotypic values. However, effective population sizes are typically small in plant breeding populations, e.g., $N_e = 21.2$ in a study with sugar beet yield types (Li et al. 2011). In applied plant breeding populations, GWP methods employing homoscedastic marker variances such as BLUP are therefore highly recommendable for the prediction of genotypic values. Besides easy implementation, their main advantage lies in computationally efficient performance.

**Computationally efficient ridge regression approaches**

High-throughput marker systems strongly increase marker densities and require GWP methods, which are able to fit the growing parameters in computationally efficient ways. Rapid advances have recently been made in developing genome-wide dense molecular markers with a low per-sample cost using
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Genotyping-by-sequencing (GBS). In wheat breeding, 34,749 SNPs have been identified with GBS and successfully been used for GWP employing BLUP (Poland et al. 2012). Up to 235,265 SNPs were identified with GBS in a maize data set and used in a cross validation (Crossa et al. 2013). To overcome the increasing computing time needed for marker effect estimation in such data sets, especially when cross validation runs are involved, computationally efficient GWP methods are required.

**Approximating BLUP estimates of genetic effects**

Since BLUP yields accurate predictions of genotypic values, efforts are being made towards improving its computational efficiency. We provided RIR as a ridge regression approach employing preliminary estimates of the heritability (Hofheinz et al. 2012). Variance components are not estimated directly from the data as with BLUP. Instead, a rapid approximation of genetic and residual variance components from results of preliminary estimates of the heritability is used (Table 4.1). These estimates are only rule-of-thumb values for the traits under study and are typically available in applied plant breeding programs. Therefore the application of the RIR is straightforward. Neither these preliminary estimates of the heritability nor the assumption that dividing an estimate of the genotypic variance by the total number of markers approximates the variance due to each marker are mathematically rigorous. However, RIR resulted in identical prediction accuracies as obtained with BLUP in the sugar beet data set (Hofheinz et al. 2012).

An alternative computation of BLUP termed “rrBlupMethod6” was developed to address the need for computationally efficient GWP methods (Piepho et al. 2012). The method allows for a fixed residual variance, as the authors emphasized that the residual variance is readily available in applied plant breeding programs from obtaining adjusted entry means of the phenotypes. Therefore, computational efficiency of rrBlupMethod6 is achieved by omitting the re-estimation of the residual variance. However, we showed that
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RIR clearly outperformed conventional BLUP and was faster than rRBlup-Method6 (Hofheinz and Frisch 2014). RIR took 0.23 sec for the estimation of marker effects in the wheat data set of Pérez-Rodríguez et al. (2012), whereas rRBlupMethod6 and BLUP were slower with computing times of 0.62 sec and 61.8 sec, respectively. RIR took less than 0.3 seconds for the estimation of marker effects in simulated data and experimental data sets of maize, wheat, and sugar beet. Therefore, RIR proved to be a computationally efficient GWP method with high prediction accuracies.

Heteroscedastic ridge regression approaches

Plant breeders have high expectations for applications of GWP such as the identification of functional genes and prediction of the performance of crosses. Accurate marker effect estimates are a prerequisite for these applications and therefore homogeneous shrinkage of all marker effects will not suffice. Since the Bayesian methods require high computing times, computationally efficient alternatives to the Bayesian methods are required. We proposed RMLA, RRWA and RMLV (Table 4.1) as novel heteroscedastic ridge regression approaches, which allow marker-specific shrinkage by employing heteroscedastic marker variances (Hofheinz and Frisch 2014).

Table 4.1. Newly developed ridge regression methods in my thesis.

<table>
<thead>
<tr>
<th>Method</th>
<th>Marker variances</th>
<th>Calculation of the shrinkage factor λ</th>
</tr>
</thead>
<tbody>
<tr>
<td>RIR</td>
<td>Homoscedastic x</td>
<td>Approximation of BLUP using preliminary rule-of-thumb estimates of the heritability</td>
</tr>
<tr>
<td>RMLA</td>
<td>Heteroscedastic x</td>
<td>Estimation of single-marker variance components</td>
</tr>
<tr>
<td>RRWA</td>
<td></td>
<td>Approximation of RMLA using preliminary rule-of-thumb estimates of the heritability</td>
</tr>
<tr>
<td>RMLV</td>
<td></td>
<td>Fixation of the first residual variance component estimate</td>
</tr>
</tbody>
</table>

The RMLV approach is characterized by a modification of the iterative procedure of variance component estimation. Heteroscedastic marker variances
are obtained by fixing the first estimate of the residual variance for further iterations. From a computational point of view, RMLV is a rather slow approach. However, the benefit of RMLV lies in most accurate effect estimation, which is a prerequisite for the above-mentioned applications. It remains to be investigated whether RMLV can be optimized in order to increase its computational efficiency.

Ridge regression with shrinkage factors that are proportional to random single-marker analysis of variance (ANOVA) estimates of variance components is employed with the methods RMLA and RRWA. For both methods, a moment estimator of the variance component for each marker is obtained by performing a random single-factor ANOVA. These estimates are used to partition the total genetic variance to each marker. The difference between both methods is that with RMLA the variance components are estimated directly from the data set under study. In contrast to RMLA, preliminary estimates of the heritability are used for a rapid approximation of variance components with RRWA, as is the case with RIR (Hofheinz et al. 2012).

Shen et al. (2013) proposed HEM as a computationally efficient generalized ridge regression method in which running time is proportional to the number of individuals. HEM is therefore especially efficient when the number of markers exceeds the number of individuals \((p > n)\). This advantage of HEM became apparent in our study for the wheat data set (Hofheinz and Frisch 2014). For the remaining data sets, HEM showed computing times similar to those of RMLA. The main difference to RMLA is that HEM bases shrinkage factors for each marker on a first approximation of BLUP. Therefore, homoscedastic marker variances are involved in the first approximation with HEM. Another distinction to RMLA is that iterations are involved for obtaining the BLUPs of each marker with HEM, whereas RMLA requires only the calculation of sums of squares. RMLA and its approximation RRWA resulted in identical effect estimates in our study (Hofheinz and Frisch 2014). Moreover, RRWA took less than one second to estimate the marker effects and outperformed all investigated heteroscedastic approaches in experimental data sets of maize, wheat and sugar beet with respect to computational
efficiency. It can be concluded that RRWA is the most rapid GWP method employing heteroscedastic marker variances.

**Accuracy of single marker effect estimates**

Accuracy of estimated effects for single markers is a neglected, but very important criterion for the evaluation of GWP methods. Several studies compared sizes of marker effect estimates between GWP methods in data sets of *Arabidopsis*, apple, barley and wheat (Shen *et al.* 2013; Kumar *et al.* 2012; Lorenz *et al.* 2012; Hofheinz and Frisch 2014). Here, BLUP shrank each estimated marker effect to the same extend by employing homoscedastic marker variances. The studies revealed that heteroscedastic GWP methods estimated large effects for a few markers while most marker effects were shrunk close to zero. Moreover, we found remarkable differences between GWP methods employing heteroscedastic marker variances (Hofheinz and Frisch 2014). The methods HEM, RMLA and RRWA estimated greater effects for markers that already had comparatively high effect estimates with BLUP. Greatest effect sizes were estimated for some markers with RMLV, while remaining markers were shrunk strongly. Based on the reported differences between GWP methods in estimated marker effect sizes, heteroscedastic GWP methods are expected to model the genetic architecture of traits controlled by only a few genes with large effects in a proper way. The comparisons showed that the earlier discussed similarity in prediction accuracies of the GWP methods is not induced by similar effect estimates. Accurate marker effect estimation has no benefit on the prediction accuracy when the same marker alleles are in positive LD in estimation and prediction set. However, accuracy of marker effect estimates has a major impact on further applications of GWP like the identification of functional genes and prediction of crosses.

In order to compare GWP methods for their accuracy of marker effect estimates in different genetic scenarios, we conducted a simulation study
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(Hofheinz and Frisch 2014). A trait controlled by two genes on each of the ten chromosomes, for example a polygenic resistance, was simulated with known positions and effect sizes. Considering the presence of dense marker maps and high LD levels in applied plant breeding programs, the simulation study showed that BLUP greatly underestimates the genetic effects of the trait and its application seems not appropriate. Throughout the simulation study, RMLV proved to be most useful for GWP applications that require accurate marker effect estimates. It outperformed each of the GWP methods employing heteroscedastic marker variances, even though it also showed a considerable underestimation when high LD was present. In situations in which the distance of two adjacent markers was 5 cM and therefore in the range of the low LD level that is present after 19 generations of random mating, almost precise marker effect estimates were obtained with RMLV. These results indicate that with the presence of short-distance LD, high effects will only be estimated for markers close to the gene. However, effect estimates will be spread over those markers that are located in the same LD stretch as the gene, when longer LD stretches are present. Similar results were found by van den Berg et al. (2013), who implemented Bayes C(π) for QTL fine mapping in a simulation study. It can be concluded that RMLV provides most accurate single marker effect estimates in each genetic scenario.

Practical implementations of GWP in plant breeding programs

Prediction of selection candidates in hybrid breeding programs

Since my work mainly focused on sugar beet data sets, the following demonstrations are about possible implementations of my results in applied hybrid breeding programs. In hybrid breeding, the most promising parental inbred
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lines are typically identified by comparing their test cross performances, *i.e.* crossing them to carefully chosen testers to estimate their general combining ability. Test cross performances are evaluated in field trials, which are extremely resource intensive and limit the number of candidate lines in plant breeding programs. For resource efficiency, GWP can be implemented for the prediction of untested lines. Here, estimation and prediction sets belong to the same breeding cycle. More candidate lines are generated and each of them is genotyped, whereas only a part of them is evaluated in field trials. Test cross performances of lines which were not evaluated are then predicted by performing GWP and the lines with the highest predictions enter the second stage of line testing.

Another implementation of GWP in hybrid breeding programs is the prediction of highly heritable traits with an estimation set from the previous breeding cycle. More candidate lines are generated and they are all genotyped. Marker effects estimated in the previous breeding cycle are used for the prediction of test cross performances of all generated candidate lines. Hence, instead of evaluating each generated candidate line, only those candidate lines with the highest predicted test cross performances are evaluated in field trials. The usage of RIR can be recommended for the prediction of genotypes, because it provides high prediction accuracies and is computationally efficient.

Potential for genome-wide prediction of crosses

Having identified the most promising parental inbred lines, the next stage in a hybrid breeding program is the selection of parental combinations. Therefore, parental inbred lines are crossed and the progeny is evaluated for maximum expression of the desired characteristics. Plant breeders anticipate the prediction of the performance of crosses in order to support the critical step of identifying promising crosses. Cross prediction can be implemented in the breeding program by crossing only those parental inbred lines with
best cross predictions and evaluating their progeny in field trials. Prediction of crosses has been a theoretical approach of implementing GWP until now and therefore little knowledge about its practical application in breeding programs is known. Typically, genome-wide marker data and phenotypic values of parental genotypes are available in breeding programs. This data can be used to predict expectation and variance of the performance of a population derived from crossing two parental genotypes. When planning crosses with GWP, the probability distribution of genotypic values in the derived population needs to be investigated. This distribution depends on the recombination between loci of the two parents. In a cross, recombination breaks up existing LD in the parents. Hence, summing up genotypic values for chromosome stretches, which works well for obtaining high prediction accuracies, is not sufficient for the prediction of crosses.

Accurate marker effect estimates are essential for the prediction of the performance of a cross. Iwata et al. (2013) recently predicted the simulated segregation patterns of two fruit-related traits in a progeny population of Japanese pear (*Pyrus pyrifolia*) in order to identify promising crosses. However, only the GWP methods BayesA and RR-BLUP were compared. As expected, RR-BLUP resulted in lower accuracies between observed and predicted segregation. We demonstrated in our simulation study that GWP methods differ substantially in their accuracy of marker effect estimation (Hofheinz and Frisch 2014). It remains open to further research whether the most accurate single marker effect estimates obtained with RMLV can be used for reliable cross predictions in applied plant breeding programs.

**Identification of functional genes**

The identification of functional genes is an application of GWP which has recently been investigated. The known gene *RPM1* of the monogenic trait AvrRpm1 was identified in a data set of *Arabidopsis* employing the heteroscedastic method HEM (Shen *et al.* 2013). In another study, LASSO and
elastic net precisely identified major metabolite QTLs (Riedelsheimer et al. 2012). Homogeneous shrinkage of marker effects with RR-BLUP diluted the effects of the candidate gene and major QTLs in both studies. Therefore, BLUP estimates are not appropriate for the identification of genes. Identified candidate genes could be used for marker-assisted gene introgression in applied plant breeding programs. However, there is no evidence in the above-mentioned studies that the estimated marker effects represent the true genetic effects.

If experimental data sets are employed for GWP, the true genetic effects are not known. Therefore, simulated data sets with known positions and sizes of genes influencing the trait of interest are required for the evaluation of GWP methods concerning accuracy of effect estimates. In our simulation study, accuracy of effect estimates was higher when a high trait heritability was simulated (Hofheinz and Frisch 2014). Similar results were found by van den Berg et al. (2013), who conclude that high trait heritabilities and large data sets are a prerequisite for QTL mapping. RMLV can be recommended for the identification of genes, because it reached greatest marker effect accuracies in all combinations of LD and marker distances in our simulation study.

The presented results suggest that GWP is a promising tool with numerous applications in plant breeding programs such as the prediction of genotypic values, identification of functional genes or prediction of crosses. Our proposed ridge regression methods are an important contribution to the existing variety of GWP methods: Besides high prediction accuracies, the ridge regression methods in this thesis research have the potential to be computationally efficient and to estimate accurate marker effects.
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Genome-wide prediction (GWP) was suggested in order to overcome the shortcomings of quantitative trait loci mapping and marker-assisted selection. The latter failed to improve quantitative traits which are influenced by many genes with small effects, because only markers with significant effects are considered. GWP, in contrast, is based on molecular markers covering the whole genome. Genetic effects of markers are simultaneously estimated with a statistical GWP method in an estimation set consisting of genotyped and phenotyped individuals. Research has mainly focused on using the estimated genetic effects for the prediction of genotypic values for individuals in a prediction set which are only genotyped. However, plant breeders anticipate the usage of estimated genetic effects for the identification of functional genes for gene introgression or for the prediction of the performance of crosses. The objective of the present study was therefore the development of novel ridge regression methods that improve existing GWP methods with respect to accuracy of predicted genotypic values, accuracy of marker effect estimates and computational efficiency. For this purpose, their properties were compared in simulated data and data sets from applied plant breeding programs of maize, wheat and sugar beet.

The accuracy of predicted genotypic values is usually assessed using cross validation within related individuals of the same breeding cycle. The obtained accuracies are typically high. In the present study, prediction of test
Summary

cross performance was investigated for the first time with an independent validation of a data set originating from two subsequent breeding cycles of an applied sugar beet breeding program. It was demonstrated that genetic effects which were estimated in a certain cycle of a breeding program can be used for prediction of genotypic values in the subsequent breeding cycle, if the trait under consideration has a high heritability, as for example sugar content.

In plant breeding populations linkage disequilibrium (LD) stretches cover substantial parts of a chromosome. Thus, accurate marker effect estimation most likely has no benefit on the accuracy of predicting genotypic values. Negligible differences of prediction accuracies were consequently observed between GWP methods employing homoscedastic and heteroscedastic marker variances. For the prediction of genotypic values, ridge regression employing preliminary estimates of the heritability (RIR) was the fastest GWP method among those employing homoscedastic marker variances.

The development of high-throughput marker systems facilitated the availability of low-cost, dense marker maps. Thus, computationally efficient ridge regression methods are required for GWP, especially when heteroscedastic marker variances are employed. Accurate estimation of the true genetic effects for each marker is an important criterion for heteroscedastic GWP methods, if they are used for the identification of functional genes for gene introgression or the prediction of the performance of crosses. A modification of the expectation-maximization algorithm that yields heteroscedastic marker variances (RMLV) and ridge regression with weighing factors according to analysis of variance components (RRWA) provide alternative solutions to the computationally demanding Bayesian methods. RRWA outperformed all of the investigated GWP methods employing heteroscedastic marker variances by factors between 10 and 100 in terms of computational efficiency. Most accurate marker effects in a simulated data set were estimated using RMLV, especially in situations with long LD stretches along the chromosomes and high marker densities, which often occur in plant breeding programs.
It can be concluded that the proposed novel ridge regression methods are promising for providing accurate predictions of genotypic values, accurate marker effect estimates and computational efficiency as was shown in a simulation study and data sets of applied breeding programs of maize, wheat and sugar beet.
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von Mais, Weizen und Zuckerrübe.


ZUSAMMENFASSUNG


Wie in Datensätzen aus angewandten Zuchtprogrammen von Mais, Weizen und Zuckerrübe gezeigt wurde, sind die vorgeschlagenen neuartigen Ridge-Regressions Methoden vielversprechend, sie erzielen präzise Vorhersagen von genotypischen Werten und präzisere Markereffektschätzer und sind zudem rechnerisch effizient.
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