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Introduction

The interaction between baryons, of which protons and the neutrons are the lightest and best known, is very strong. This does not only provide a variety of very interesting phenomena, but requires also an elaborate framework to describe it. The interaction between baryons in a baryonic medium is a special challenge, it changes dramatically, depending on the density and composition of the medium. From a modern point of view these interactions observed at finite density or between baryons in free space are only effective interactions, different facets of a more fundamental interaction between the particles, from which the effective interactions can be derived in one consistent formalism. The underlying bare or microscopic interaction, governed by quantum chromodynamics (QCD), cannot be accessed directly, but has to be traced back using its various appearances. In this work we are going to develop a microscopic model, describing baryon-baryon interactions in free space, in infinite, homogeneous systems of finite density and in small, nuclear systems.

The interaction between baryons is not only very strong, but also of very short range, about a few of $10^{-15} m$. It is, however, in large parts responsible for the structure of the matter surrounding us – at all scales from close by, in our environment to far away, in the whole visible universe. Baryon-baryon interactions connect very large and very small scales. To get a taste of where these are at work all around us and to see their relevance in our world, let us start with a short look into the history of baryons in the universe and point out the places in which their interactions are of importance.

Baryons – the constituents of the matter surrounding us

Baryons are as old as the universe itself, they were created already 100 seconds after the big-bang, when the hot soup of quarks and gluons, from which baryons are made, cooled down so far that they started sticking together in tiny lumps of quarks [Kolb90]. Due to the confining character of the quark-quark interaction only baryons, bags containing three valence quarks, were left. And maybe also heavier quark bags, the strangelets, which, however, would interact very weakly and have so far not been observed. Due to processes violating $CP$ symmetry, which regulates the balance between matter and antimatter, a tiny amount of baryons was left after the antibaryons had annihilated with baryons into radiation. Baryonic matter is responsible for only about 4% of the total cosmic energy, while the unknown components dark matter ($\approx 29\%$) and dark energy ($\approx 67\%$) contribute most. Although negligible from the cosmological point of view, baryons and their interactions are the physical basis of our lives.
The initially formed baryons very quickly converted into protons, combining with electrons to the primordial hydrogen. Also a sizable amount of helium was synthesized by the first reaction shown in fig. I. After some 100,000 years the hot gas of very light nuclei up to $^4\text{He}$ and electrons had cooled sufficiently so that atoms could form and for the next $10^9$ years nuclear physics was of no relevance any more in the formation of the universe.

Then first stars formed, starting to burn hydrogen to helium, helium to carbon, and so on (see fig. I). Nucleosynthesis had started. The heavier a star is, the heavier are the elements it can fuse. However, only elements up to iron are be synthesized in stars, the fusion of heavier elements would cost instead of revealing energy and the stellar fire is extinguished. For the formation of heavy elements there are two main processes. The slow neutron capture ($s$-process), happening in red giant stars, old light stars, takes several ten thousands of years. It goes along a path in the well known region of the nuclear chart, close to the stable isotopes, see fig. II. Since the lighter stars burn a lot slower than their heavier brothers there is plenty of time to achieve a substantial amount of heavy elements even by such a slow process. The rapid neutron capture or $r$-process appears in the violent explosions at the end of a massive star’s life. Those heavy stars with a mass larger than $6m_{\odot}$, fusing nuclei up to iron, will collapse after the stabilizing pressure due to the fusion processes ceases and finally blast in a violent supernova explosion. This not only distributes the synthesized elements up to the weight of iron into the interstellar space, but by providing a high flux of neutrons it starts the $r$-process. By successive neutron captures and $\beta$ decays of heavier and heavier nuclei, the heavy element are formed. In the nuclear chart this process goes along a path in the very neutron rich region as shown in fig. II. This whole process happens on the time scale of only a few seconds.

The final stage of a massive star’s life (but not heavier than $8m_{\odot}$) is a neutron star. This forms from the leftover part of the iron core after a supernova explosion. The newly formed proto neutron star is a hot object built from protons and neutrons. Cooling down the density rises. Due to the fermionic character of the nucleons very high kinetic energies keep the total energy of the neutron star up. This kinetic energy is so high, that it is favorable to convert a part of the nucleons into hyperons, which lowers the total energy.

\[ \begin{align*}
4^1\text{H} &\longrightarrow 4^1\text{He} \\
3^4\text{He} &\longrightarrow 3^3\text{C} \\
3^3\text{C} + ^4\text{He} &\longrightarrow ^8\text{O}
\end{align*} \]

Figure I.: Fusion processes generating the light chemical elements.

\[ ^1\text{A red giant denotes a star with a mass up to } 6m_{\odot} \text{ which has burnt already more than 30\% of its hydrogen. Due to changes in the fusion process its radius has grown by several orders of magnitude.} \]
energy of the neutron star drastically by opening new Fermi seas. In the end a cold lump of nucleons and hyperons, having a radius of about 15 km, is left.

About $5 \times 10^9$ years after the big bang enough interstellar debris has been produced by all these processes, that our solar system could form from it and provide a planet which contains a mixture of light and heavy elements nicely suited to support life. The abundancies of different elements in the universe, as shown in fig. III, provide a fingerprint of all the processes at work in nucleosynthesis that enables us to reconstruct the stellar evolution in the universe.

To understand these large scale processes, an understanding of the processes at very small scales, the interaction of two baryons with each other, in free space and at finite density, has to be gained. This is the physics of hadrons and nuclei.

**Hadron and nuclear physics**

To understand the above described processes the mechanisms of hadron physics and especially nuclear and hypernuclear physics have to be understood. As the fundamental theory of strongly interacting particles, QCD, does not allow for free quarks since about $15 \cdot 10^9$ years, the degrees of freedom to describe our world are the *hadrons*, strongly interacting particles, subsummed in *baryons* and *mesons*. In a simplified picture baryons may be viewed as bags built from three quarks and mesons as containing a quark and an antiquark. In normal nuclei only baryons with up ($u$) and down ($d$) quark content exist, the proton and the neutron. In neutron stars and hypernuclei also the strange ($s$) quark, which appears in hyperons, is involved. A sketch of some hadrons is shown in fig. IV.

To understand the fusion processes in stars as well as the production mechanisms of heavy isotopes a detailed knowledge about the excitation spectrum of all the involved
Figure III.: This figure shows the abundance of nuclear isotopes in the universe. The structure carries the fingerprints of all processes synthesizing our chemical elements [Zuber02].

Figure IV.: Hadrons can be described in a simplified picture as being bags of three quarks (baryons) or quarks and antiquarks (mesons).
isotopes is needed. Especially for stable and long-lived isotopes very accurate experiments can be performed and have found many important resonances in the nuclear excitation spectra that greatly changed the picture of the involved fusion processes, based mostly on theoretical nuclear models.

For the s-process all necessary information to understand it can be obtained by experiments – at least in principle. However, most nuclei participating in the r- and rp-process will probably never be accessible by experiment, although future radioactive beam facilities, as, e.g., FAIR and RIA, may come close to that region. Modeling becomes very important here, but one has to be aware, that this needs to be extremely accurate. The state of the art nuclear structure calculations for astrophysical processes are non-relativistic shell-model calculations, which on an empirical level provide an excellent description of basically all known nuclei. Especially in the heavy mass region they, however, bear two great disadvantages. The first concern is the interaction used. In high accuracy calculations, the model parameters have to be fixed for every mass region, in which the calculations are done, making an extrapolation to very exotic nuclei rather unreliable. Since parameters can be fixed only for long lived isotopes, for which experimental spectra exist, especially the isospin dependence of the interaction, i.e., the dependence on \((N-Z)\), is ambiguous. For the description of strongly isospin asymmetric nuclei as they appear in the r- and rp-process, this is a clear problem. Non-relativistic Microscopic interactions, derived from the well known interactions between two nucleons, yield the correct saturation properties of nuclear matter only with additional phenomenological density dependent interactions. The second concern is related to the structure of drip-line nuclei. Due to their very weak binding, the shell structure has almost dissolved and continuum coupling plays a major role. For a realistic shell-model calculation an incredibly large amount of configurations has to be taken into account already for light exotic nuclei, which is even for nowaday's computers not tractable.

Since a substantial fraction of hyperons is contained in neutron stars a lot less experimental input is available for the modeling. Microscopic models which contain already in their structure as many physical constraints as possible, i.e. systematics of the interactions and relations between the interactions of different baryons, are even more required. Especially the fact, that in experiments one always deals with very small objects, implying all sorts of finite size effects that do not appear in neutron stars, points at the necessity of microscopic models that are able to describe all systems built from baryons with a limited set of parameters. Furthermore the study of hypernuclei is interesting by itself, since hypernuclei are excellent laboratories to study all kinds of nuclear and hadron physics. Pictorially spoken, it opens up the third dimension of the nuclear chart, revealing new systematics in hadron many-body systems.

A very promising class of models are relativistic meson exchange models, quantum field theories which contain baryons as matter fields and mesons as mediators of the interaction. Their relativistic structure poses already strong constraints on the dynamics. The requirement that the Lagrangian has to be invariant under Lorentz transformations constrains very tightly for example interactions due to the particle spin which are completely unconstrained in non-relativistic models. Besides that, the formulation as Lagrangian field theory makes it very easy to impose symmetries on the model, flavor symmetries as isospin or SU(3), for example. Within these field theories there is a well defined pro-
procedure to calculate interactions in a surrounding medium from free interactions, which makes them an ideal basis for microscopic models. Actual calculations of nuclear structure within this formalism show, that not only the formal requirements on a theory for baryon-baryon interactions are well fulfilled, but also the results are impressive. Such calculations of nuclear interactions at finite density, Dirac-Brueckner calculations, show as compared to non-relativistic models a by far better agreement with observed nuclear matter ground state properties. In finite nuclei the dynamical constraints due to the relativistic formulation yield a very good agreement with the observed spin-orbit splitting in nuclei, which is part of the fine structure in the nuclear spectrum. The application of systematically derived effective interactions in addition opens the possibility for controlled extensions beyond the mean-field level. These models provide a well suited basis for an ab-initio description of many types of baryonic systems like nuclei and hypernuclei.

Relativistic nuclear structure models using microscopic interactions are still in their early stages. In recent years they could proof their power already in very successful mean-field calculations of whole isotopic chains. Processes beyond the mean-field in these models have not even been touched in actual calculations. This shows that there is a huge potential still hidden in this class of models.

Overview of the thesis

In this work we develop a complete ab-initio framework for the calculation of microscopic baryon-baryon interactions between the lowest flavor-SU(3) octet states and their application in finite nuclei and hypernuclei. The described formalism includes all the basic concepts discussed above. We start from the Bonn meson exchange potential model, which is extended to include also hyperons. On top of that a Dirac-Brueckner-Hartree-Fock formalism is developed, which can deal as well with symmetric and asymmetric nuclear matter as with hypermatter. The microscopic interactions are then applied in a low density approximation to the calculation of finite nuclei within a relativistic mean-field approximation of the density dependent relativistic hadron field theory.

The work is split in two parts. In the first part we develop the formalism of a relativistic framework for ab-initio calculations of finite baryonic objects as nuclei and hypernuclei. In the the second part calculations of hypernuclear properties are presented.

In chapter 1 we introduce the the formalism of relativistic scattering theory. In the discussion the relativistic integral equation for two body scattering, the Bethe-Salpeter (BS) equation is derived. After discussing the formal structure of the $T$-matrix, approximations to the BS equation are introduced, which are necessary to perform actual calculations. The full integral kernel is truncated to contain only the lowest order interactions and the full two baryon propagator is fixed to positive energy states and modified such in a covariant way, that retardation effects are suppressed in effective interactions. For the resulting equations the $K$-matrix approximation and the formalism of scattering phase shifts are explained. Chapter 2 develops then on the basis of the previous one the general formalism of meson-exchange models and its application to interactions between the members of the lowest baryon octet. This is extended in chapter 3 to the relativistic in-medium scattering theory. In this so-called Dirac-Brueckner-Hartree-Fock (DBHF)
formalism, the one-body self-energies and Pauli blocking are taken into account. The structure of the Pauli operator and the self-energies are discussed in detail. In the calculation of self-energies ambiguities arise due to the neglect of negative energy states in the whole formalism. Recipes to cure this partly are discussed. The following section formulates the part of our microscopic framework to describe finite systems of baryons, the density dependent relativistic hadron field theory. The in-medium interactions obtained from DBHF calculations are mapped onto density dependent vertex functionals in DDRH theory, which account for the change of the effective interaction in the medium due to correlations. The mapping procedure and specialties arising due to the density dependent interaction are discussed. Concluding the part of the work presenting our ab-initio approach in chapter 5 we study the dynamics of baryon-baryon interactions. It is investigated how the effective interactions depend on changes in the coupling constants and masses. It is determined how well SU(3) relations are fulfilled for effective interactions as used, for example, in the standard phenomenological calculations of hypernuclei and neutron star matter. In chapter 6 a new concept for solving the BS equation in free space and at finite density is developed. The basic idea is to map the full effective interaction onto a meson exchange kernel. This amounts to a rescaling of the vertices which obtain a dependence on the Mandelstam variables and the Fermi momenta. This treatment simplifies the solution of BS equations dramatically while producing qualitatively and quantitatively similar results.

In the next part of this work hypernuclear structure calculations are presented. After a short introduction to hypernuclear physics, given in chap. 7, we continue in chap. 8 with a discussion of single particle spectra of hypernuclei with large ground state spins. The first experimental indication of a spin-orbit splitting in intermediate mass hypernuclei are analyzed and discussed. In chap. 9 we present our calculations on the hypernuclear Auger effect, which provides an alternative method of spectroscopy in intermediate and heavy mass hypernuclei.

The work closes with a summary and an outlook given in chapter 10.
Contents
Part I.

Relativistic ab-initio Calculations
1. Relativistic Scattering Theory

1.1. Formalism

The quantum mechanical scattering problem is always connected to the so-called S-matrix or scattering matrix $S_{fi}$. This object contains all the information about the system of $n$ particles coming in and $m$ particles coming out after their interaction. Formally it is the probability amplitude that the states $\Phi_i = |\phi_1 \phi_2 ... \phi_n\rangle$ coming from the time $t = -\infty$ end up as $\Phi_f = |\phi'_1 \phi'_2 ... \phi'_m\rangle$ at $t = +\infty$.

$$S_{fi} \equiv \langle \Phi_f | \hat{S} | \Phi_i \rangle$$

(1.1)

$\hat{S}$ denotes here the time evolution operator connecting the asymptotic states at $T = \pm \infty$. The $S$-matrix is most conveniently split up into its trivial and an interaction part

$$S_{fi} = \langle \Phi_{\text{out}} | \Phi_{\text{in}} \rangle + 2\pi i \delta^{(4)}(P_f - P_i) \langle \Phi_f | \hat{T} | \Phi_i \rangle$$

(1.2)

This defines the $T$-matrix.

$$T = \sum_t t_i + \sum_{i,j} t_i G^{(2)} t_j + \sum_{i,j,k} t_i G^{(2)} t_j G^{(2)} t_k + \cdots ,$$

(1.3)
1. Relativistic Scattering Theory

where the integrals over the loop momenta are suppressed. \( G^{(2)} \) is the two baryon propagator. Since all the sums are infinite this is not a perturbative expansion but an exact representation of the \( T \)-matrix. Defining the kernel \( V \equiv \sum t_i \) one can rewrite eq.(1.3) as

\[
T = V + \int VG^{(2)}V + \int \int VG^{(2)}VG^{(2)}V + \cdots = V + \int VG^{(2)}T
\]

(1.4)

This is the famous Bethe-Salpeter (BS) integral equation which governs all quantum mechanical scattering problems.

\[
T = \sum_i \begin{tikzpicture} \draw[thick] (0,0) -- (0,0.5); \draw[thick] (0,0.5) -- (0.5,0); \draw[thick] (0.5,0) -- (0.5,-0.5); \draw[thick] (0.5,-0.5) -- (0,-0.5); \end{tikzpicture} + \sum_{ij} \begin{tikzpicture} \draw[thick] (0,0) -- (0,0.5); \draw[thick] (0,0.5) -- (0.5,0); \draw[thick] (0.5,0) -- (0.5,-0.5); \draw[thick] (0.5,-0.5) -- (0,-0.5); \draw[thick] (-0.25,0.25) -- (0.25,0.25); \draw[thick] (-0.25,-0.25) -- (0.25,-0.25); \draw[thick] (-0.5,-0.5) -- (-0.5,0.5); \draw[thick] (0.5,0.5) -- (0.5,-0.5); \end{tikzpicture} + \ldots
\]

Figure 1.2.: The full \( T \)-matrix can be expressed in terms of a 2PI Kernel and the two particle propagator.

The most appropriate reference frame for scattering problems is the center of momentum (c.m.) frame. In the c.m. frame the three independent Lorentz vectors are the (conserved) total momentum \( P = (\sqrt{s}, 0) \) and the relative incoming and outgoing momenta \( q, q' \), respectively. The full formal structure of the BS equation is thus given by

\[
T(q', q, \sqrt{s}) = V(q', q, \sqrt{s}) + \int \frac{d^4\tilde{q}}{(2\pi)^4} V(q', \tilde{q}, \sqrt{s})G^{(2)}(\sqrt{s}, \tilde{q})T(\tilde{q}, q, \sqrt{s})
\]

(1.5)

The part of the \( T \)-matrix, which is physically relevant, the on-shell \( T \)-matrix, depends only on two parameters in the c.m. frame, the total energy \( \sqrt{s} \) and the scattering angle \( \angle(q', q) \). Due to energy and momentum conservation \( q_0 = q'_0 = 0 \) and \( |q| = |q'| = q_s \). The \( T \)-matrix inside the correlation integral is often referred to as half off-shell \( T \)-matrix. As can be seen from eq.(1.5), the incoming momentum \( q \) is the same as for the physical \( T \)-matrix, fulfilling the on-shell conditions, while the outgoing momentum \( \tilde{q} \) is an integration parameter, which is not constrained by any on-shell conditions.

Since the kernel \( V \) itself is an infinite sum containing diagrams with infinitely many loops not even this central quantity, the starting point for a calculation of scattering observables in the BS formalism, can be calculated. For practical calculations so called truncation schemes of the kernel are used. This means that only specific classes of diagrams, e.g. Born or Born and crossed box, are included in \( V \). The probably most popular truncation scheme is the ladder approximation. Here only the most simple 2PI kernel is taken into account, namely the Born graphs of the perturbation series. This generates the whole infinite sum of planar diagrams. The ladder (+ crossed ladder, depending on the two-particle propagator used, see further down) resummation turned out to be the most important class of diagrams and has been used for almost all the meson exchange models of the nuclear forces.
1.2. Symmetries and systematics of the $T$-matrix

1.2.1. Partial wave decomposition

Figure 1.3.: Kinematics of the center of mass frame. The half off-shell scattering matrix depends only on four variables in that frame: the absolute values of the incoming and outgoing momenta $|q|$ and $|q'|$, respectively, the scattering angle $\vartheta_c$ and $\sqrt{s}$.

The easiest way to discuss the structure and symmetries of the $T$-matrix is by first decomposing it into the partial wave basis [Jacob59]. This is a very convenient way of describing two body scattering in the c.m. frame, since it exploits the kinematical symmetries of this process. The physical scattering matrix depends only on three kinematical variables, the absolute value of the relative momentum and the scattering angle, i.e., the angle between incoming and outgoing relative momentum. Solving the BS equation also the half off-shell scattering matrix is needed, which introduces the fourth kinematic variable. In addition the amplitudes depend on polarization observables, the helicities of incoming and outgoing particles.

The dependence on only one angle leads to an azimuthal symmetry and makes a formulation in terms of spherical basis functions favorable. The Wigner $d$ functions, which are expectation values of the rotation operator

$$d_{\lambda'\lambda}^{J}(\vartheta) = \langle J\lambda'| \exp[-i\vartheta \hat{J}_y] |J\lambda \rangle ,$$

form a basis, in which the angular part of scattering amplitudes in the c.m. frame may be expanded with respect to total angular momentum $J$. $\lambda = \lambda_1 - \lambda_2$ and $\lambda' = \lambda'_1 - \lambda'_2$ are the relative helicities of the incoming and outgoing particles, respectively. These are equivalent to the $z$ directions of the total spins, since the momenta are back-to-back in the c.m. frame along the $z$ axis. The $T$-matrix expanded into the partial wave basis is then given by

$$\langle q'\lambda'_1\lambda'_2 | T | q\lambda_1\lambda_2 \rangle = \frac{1}{4\pi} \sum_J (2J + 1) d_{\lambda'\lambda}^{J}(\theta) \langle \lambda'_1\lambda'_2 | T^J(q', q) | \lambda_1\lambda_2 \rangle .$$
Due to orthogonality of the $D$ functions, see app. B.2, the different angular momentum components of the $T$-matrix are obtained by

$$\langle \lambda_1' \lambda_2' | T^J(q', q) | \lambda_1 \lambda_2 \rangle = 2\pi \int_{-1}^{1} d\cos(\theta) d_{\lambda'\lambda}^J(\theta) \langle q' \lambda_1' \lambda_2' | T | q \lambda_1 \lambda_2 \rangle$$  \hspace{1cm} (1.8)

More details about the partial wave decomposition and a derivation of the partial wave decomposed BS equation is given in app. B.2.

1.2.2. The structure of the $T$-matrix

There are several exact and approximate symmetries obeyed by the baryon-baryon interaction which help to understand the structure of the very complex $T$-matrix equations and to simplify the numerical work. The approximate symmetries are the almost exactly realized isospin symmetry (broken by electromagnetic and weak interaction) and the slightly broken $SU(3)$ symmetry (broken by the mass difference between up, down and strange quark). The exact symmetries are

- parity invariance
- time reversal invariance
- identical particle symmetry

The appropriate framework for the further discussion is the partial wave decomposed helicity state basis, defined in the c.m. frame. The basis states $| \lambda_1 \lambda_2 \rangle$ are eigenstates of the helicity operator

$$\hat{h}_i = \frac{1}{2} \sigma^{(i)} \vec{p}^{(i)} \frac{| \vec{p}^{(i)} |}{| \vec{p}^{(i)} |},$$  \hspace{1cm} (1.9)

with eigenvalues $\lambda_i$. $i$ is the index of the respective particle; $\lambda = \pm \frac{1}{2}$ and will be abbreviated $+/−$. There are in total four basis states, $|++\rangle$, $|+-\rangle$, $|-+\rangle$ and $|--\rangle$, leading to in total 16 helicity matrix elements.

The parity transformation acts on space-like 3-vectors. It flips the sign of vectors, like $\vec{x}$ and $\vec{p}$, but leaves pseudovectors, like, e.g., angular momenta, untouched. Thus, see eq. (1.9), the helicity flips sign under parity.

The helicity state basis is not an eigenbasis of parity which is, however, a symmetry of the strong interaction. To find a set of parity conserving matrix elements which will decouple the BS equation and thereby reduce its complexity, we expand the helicity basis states in terms of parity eigenstates. The LSJ basis is an equivalent basis for the two particle system and consists of parity eigenstates. The transformation rule between helicity and LSJ-states is given by a recoupling of the two particles’ angular momenta

$$|JM\lambda_1 \lambda_2 \rangle = \sum_{LS} \sqrt{\frac{2L+1}{2J+1}} \langle L0S \lambda | J \lambda \rangle \langle s_1 \lambda_1 s_2 - \lambda_2 | S \lambda \rangle | JM LS \rangle$$  \hspace{1cm} (1.10)
\[ s_1 \text{ and } s_2 \text{ are the spins of the two particles, } \lambda_1 \text{ and } \lambda_2 \text{ the respective helicity, } \lambda \equiv \lambda_1 - \lambda_2 \text{ and } S \text{ is the total spin. The parity eigenvalue of } |JMLS \rangle \text{ is the product of two particles' intrinsic parities } \eta_1 \text{ and } \eta_2 \text{ and the parity factor due to orbital angular momentum:} \]

\[ P |JMLS \rangle = \eta_1 \eta_2 (-)^L |JMLS \rangle \quad (1.11) \]

The intrinsic parity \( \eta = 1 \) for the baryons of the lowest octet so that the product also equals 1. Thus the parity operation on the helicity state basis yields

\[ P |JM\lambda_1\lambda_2 \rangle = \sum_{LS} \sqrt{\frac{2L+1}{2J+1}} (L0S\lambda|J\lambda) \langle s_1 \lambda_1 s_2 - \lambda_2 |S\lambda \rangle (-)^L |JMLS \rangle \quad (1.12) \]

On the other hand

\[ |JM - \lambda_1 - \lambda_2 \rangle = \sum_{LS} \sqrt{\frac{2L+1}{2J+1}} (L0S-\lambda|J-\lambda) \langle s_1 - \lambda_1 s_2 \lambda_2 |S-\lambda \rangle |JMLS \rangle \]

\[ = \sum_{LS} \sqrt{\frac{2L+1}{2J+1}} (-)^{L+S-J} (L0S\lambda|J\lambda) \times \]

\[ (-)^{s_1 + s_2 - S} \langle s_1 \lambda_1 s_2 - \lambda_2 |S\lambda \rangle |JMLS \rangle \]

where we used the property of the Clebsch-Gordan coefficients that

\[ \langle J_1 M_1 J_2 M_2 |JM \rangle = (-)^{J_1 + J_2 - J} \langle J_1 - M_1 J_2 - M_2 |J - M \rangle \], \quad (1.14) \]

Since we deal with baryons of the lowest octet \( s_1 = s_2 = \frac{1}{2} \). Linking all this together one finds

\[ P |JM\lambda_1\lambda_2 \rangle = (-)^{J+1} |JM - \lambda_1 - \lambda_2 \rangle \quad (1.15) \]

Out of the four helicity basis elements two pairs can be grouped which are connected through the parity operation:

\[ P \]

\[ |++ \rangle \leftrightarrow |-- \rangle \]

\[ |+- \rangle \leftrightarrow |-- \rangle \quad (1.16) \]

Using eq.(1.15) we can reduce the 16 helicity amplitudes to 8 independent ones. We chose this basis set to be

\[ T_1^J = \langle ++ | T^J(q', q) |++ \rangle, \quad T_5^J = \langle ++ | T^J(q', q) |+- \rangle, \]

\[ T_2^J = \langle ++ | T^J(q', q) |-- \rangle, \quad T_6^J = \langle ++ | T^J(q', q) |++ \rangle, \]

\[ T_3^J = \langle +-- | T^J(q', q) |+- \rangle, \quad T_7^J = \langle +++ | T^J(q', q) |++ \rangle, \]

\[ T_4^J = \langle +-- | T^J(q', q) |-- \rangle, \quad T_8^J = \langle +++ | T^J(q', q) |++ \rangle. \quad (1.17) \]

Through summing and subtracting the states given in eq.(1.15) pairwise parity eigenstates are found which have the same parity for every other \( J \):

\[ P (|\lambda_1 \lambda_2 \rangle + |\lambda_1 - \lambda_2 \rangle) = (-)^{J+1} (|\lambda_1 \lambda_2 \rangle + |\lambda_1 - \lambda_2 \rangle) \]

\[ P (|\lambda_1 \lambda_2 \rangle - |\lambda_1 - \lambda_2 \rangle) = (-)^{J} (|\lambda_1 \lambda_2 \rangle - |\lambda_1 - \lambda_2 \rangle) \quad (1.18) \]
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Symmetries of the helicity amplitudes

- identical particles
  \[ \langle \lambda_1 \lambda_2' | T^J(q', q) | \lambda_1 \lambda_2 \rangle = \langle \lambda_2' \lambda_1 | T^J(q', q) | \lambda_2 \lambda_1 \rangle \]

- time reversal
  \[ \langle \lambda_1 \lambda_2' | T^J(q', q) | \lambda_1 \lambda_2 \rangle = \langle \lambda_1 \lambda_2' | T^J(q, q') | \lambda_2' \lambda_1 \rangle \]

\[ T_1^J = \langle ++ | T^J(q', q) | ++ \rangle \]
\[ T_2^J = \langle ++ | T^J(q', q) | -- \rangle \]
\[ T_3^J = \langle +-- | T^J(q', q) | +-- \rangle \]
\[ T_4^J = \langle +-- | T^J(q', q) | --+ \rangle \]

\[ \pi = (-)^{J+1} \]
\[ \pi = (-)^{J} \]

This decouples the original 8 \times 8 system into two separate 2 \times 2 systems of opposite parity

\[ \pi = (-)^{J+1} \]
\[ \pi = (-)^{J} \]

The explicit form of the BS equation in terms of these matrix elements is given in sec. 2.2, where technical details are discussed (additional operations have to be performed to transform it into an equation for helicity matrix elements).

The identical particle symmetry (or total spin symmetry, as it is also frequently called in the literature, e.g. [Erkelenz74]) applies, as one may conject from the name, to the scattering of identical particles. Identical in this framework means: i) they are in the same isospin multiplet (since exact isospin symmetry will be assumed for the free particles); ii) they have the same mass (this is in asymmetric matter not the case, even for an exactly isospin symmetric free theory). The identical particle symmetry relates under the given condition the following matrix elements:

\[ \langle \lambda_1' \lambda_2' | T^J(q', q) | \lambda_1 \lambda_2 \rangle = \langle \lambda_2' \lambda_1 | T^J(q', q) | \lambda_2 \lambda_1 \rangle \]

\[ \langle \lambda_1' \lambda_2' | T^J(q', q) | \lambda_1 \lambda_2 \rangle = \langle \lambda_2' \lambda_1 | T^J(q, q') | \lambda_2' \lambda_1 \rangle \]
1.2. Symmetries and systematics of the $T$-matrix

This symmetry leads to an equality of $T^5_J$ and $T^7_J$ as well as $T^6_J$ and $T^8_J$. Then $2^J$ and $3^J$ will be zero. Since they are responsible for the mixing of the $J^e = (-)^{J+1}$ system, this is uncoupled for the scattering of identical particles. $6^J$ and $1^J$ are thus traditionally referred to as uncoupled singlet and triplet, respectively, in the NN scattering, whereas the other parity block is called the coupled triplet. Singlet and triplet refers to the spin states $S = 0$ and $S = 1$, respectively.

The last symmetry, which is irrelevant for simplifying the scattering matrix, but is of great importance in their decomposition for the calculation of the self-energy in the G-matrix, see sec. 3.1.3, is time reversal. It applies as a reduction of dependent matrix elements only for those diagonal in momentum:

$$
\langle \lambda'_{1\lambda_2} | T^J(q', q) | \lambda_{1\lambda_2} \rangle = \langle \lambda'_{1\lambda_2} | T^J(q, q') | \lambda_{1\lambda_2} \rangle
$$

(1.21)

This yields an equivalence of each of the pairs $T^5_J$, $T^7_J$ and $T^6_J$, $T^8_J$ for $|q| = |q'|$ and in turn leads to an equivalence of the parity basis matrix elements $2^J$, $3^J$ and $57^J$, $68^J$.

All the relations between the different matrix elements due to identical particle and time reversal symmetry are displayed in fig. 1.4. Scattering identical particles, one has 5 independent matrix elements for $|q| = |q'|$, i.e., especially when considering on-shell matrix elements, and 6 independent off-diagonal matrix elements. For the scattering of different particles there are either 6 independent matrix elements which are diagonal in momentum or 8 off-diagonal ones.

1.2.3. Scattering of identical particles

Describing the scattering of identical particles leads to special constraints on the wave functions. In the case of fermions, the Pauli principle requires a fully antisymmetric wave function with respect to the exchange of all the particle variables. Working with a $T$-matrix decomposed into partial waves, selection rules for the matrix elements can be very easily deduced. When scattering nucleons, in addition to the angular momentum we have the isospin quantum number. The isospin part of the wave function just multiplies the space part. Normally in relativistic systems it is impossible to separate orbital angular momentum and spin, since relativistic dynamics only conserves total angular momentum. Investigating, however, nuclear interactions, the situation is different. As discussed in sec. 1.2.2, parity is a conserved quantity in the two nucleon system. Due to its intimate connection to the orbital angular momentum, as well total spin as orbital angular momentum are good quantum numbers themselves. For this reason also the old labeling of amplitudes by spin, orbital and total angular momentum is kept as it was used in non-relativistic approaches:

$$
2^{S+1} L_J,
$$

(1.22)

where for $L$ the corresponding letters ($S, P, D, ...$) are used.

In the c.m. frame the two particles sit at $\pm x$, so that an exchange is equivalent to the parity operation. Parity of the wave function’s space part, in turn, is fixed by the orbital angular momentum $\pi = (-)^L$. For a given $J$ the following combinations of spin
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and orbital angular momentum are possible:

<table>
<thead>
<tr>
<th>orbit</th>
<th>spin</th>
<th>parity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L = J + 1$</td>
<td>1</td>
<td>$-\pi$</td>
</tr>
<tr>
<td>$L = J$</td>
<td>0, 1</td>
<td>$\pi = (-)^L$</td>
</tr>
<tr>
<td>$L = J - 1$</td>
<td>1</td>
<td>$-\pi$</td>
</tr>
</tbody>
</table>

(1.23)

The total spin defines the symmetry character of the spin wave function, a singlet state is odd and a triplet state is even under exchange of particle spins. Combining the symmetries of the wave function’s space and spin parts, which are linked, as we just have seen, one obtains

$$|x, x', \lambda, \lambda\rangle = (-)^{L+S+1}|x', x, \lambda, \lambda\rangle$$

(1.24)

Table 1.1.: The partial wave amplitudes in $NN$ scattering with their corresponding isospin quantum numbers. Mixing states are linked by a “–”.

<table>
<thead>
<tr>
<th>$J$</th>
<th>$T = 0$</th>
<th>$T = 1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>$^3S_0$</td>
<td>$^1S_0, ^3P_0$</td>
</tr>
<tr>
<td>1</td>
<td>$^1P_1, ^3S_1^-D_1$</td>
<td>$^3P_1$</td>
</tr>
<tr>
<td>2</td>
<td>$^3D_2$</td>
<td>$^1D_2, ^3P_2, ^3F_2$</td>
</tr>
<tr>
<td>3</td>
<td>$^1F_3, ^3D_3^-G_3$</td>
<td>$^3F_3$</td>
</tr>
</tbody>
</table>

The isospin part adds another factor of $(-)^{T+1}$. The requirement of an antisymmetric wave function can therefore be coded

$$(-)^{L+S+T} = -1$$

(1.25)

Knowing that the isospin wave function has opposite parity for $T = 0$ and $T = 1$, we can read off eq.(1.23), that we will have a mixing between the $L = J \pm 1$ states, since all their quantum numbers are identical, while the two $L = J$ states will remain uncoupled. From this the notion “uncoupled singlet”, “uncoupled triplet” and “coupled triplet” arise. Singlet and triplet refers to the respective spin states. The partial wave amplitudes with their corresponding isospin and mixing are listed in tab. 1.1. If scattering non-identical particles, the restriction of defined symmetry is gone and two $2 \times 2$ coupled systems of opposite parity are obtained.

For the general baryon-baryon interaction one may treat hyperons and nucleons also as identical particles with respect to the interaction (as it is done, e.g., in the Nijmegen models [Rijken99, Stoks99]). Instead of coupling the particles to irreducible representations of the isospin group SU(2), the isospin multiplets, they are coupled to irreducible SU(3) representations. As the isospin multiplets, these also behave either symmetric or antisymmetric when interchanging two particles. The SU(3) multiplets are labelled by their multiplicity $n$ and $[n]$, the adjoint representation is denoted by an additional bar. For the octet $[8]$ an additional index, either $a$ or $s$, is needed to distinguish between antisymmetric and symmetric octet, respectively. The selection rule for the scattering of SU(3) multiplets is then obtained by replacing the isospin factor $(-)^{T+1}$ in eq.(1.25) by the respective SU(3) symmetry factor, which can be found in tab. 1.2 and tab. 1.3.
1.2. Symmetries and systematics of the $T$-matrix

<table>
<thead>
<tr>
<th>Strangeness</th>
<th>$T$</th>
<th>Channels</th>
<th>SU(3) ir.rep.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>$NN$</td>
<td>[10]</td>
</tr>
<tr>
<td>-1</td>
<td>$\frac{1}{2}$</td>
<td>$\Lambda N, \Sigma N$</td>
<td>$[10], [8]_a$</td>
</tr>
<tr>
<td></td>
<td>$\frac{3}{2}$</td>
<td>$\Sigma N$</td>
<td>[10]</td>
</tr>
<tr>
<td>-2</td>
<td>0</td>
<td>$\Xi N$</td>
<td>$[8]_a$</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>$\Xi N, \Sigma \Sigma$</td>
<td>$[10], [10], [8]_a$</td>
</tr>
<tr>
<td></td>
<td>$\Sigma \Lambda$</td>
<td>$[10]$</td>
<td>[10]</td>
</tr>
<tr>
<td>-3</td>
<td>$\frac{1}{2}$</td>
<td>$\Xi \Lambda, \Xi \Sigma$</td>
<td>$[10], [8]_a$</td>
</tr>
<tr>
<td></td>
<td>$\frac{3}{2}$</td>
<td>$\Xi \Sigma$</td>
<td>[10]</td>
</tr>
<tr>
<td>-4</td>
<td>0</td>
<td>$\Xi \Xi$</td>
<td>[27]</td>
</tr>
</tbody>
</table>

Table 1.2.: Symmetry of the flavor part for space-spin symmetric two baryon wave functions [Stoks99].

<table>
<thead>
<tr>
<th>Strangeness</th>
<th>$T$</th>
<th>Channels</th>
<th>SU(3) ir.reps.</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>$NN$</td>
<td>[27]</td>
</tr>
<tr>
<td>-1</td>
<td>$\frac{1}{2}$</td>
<td>$\Lambda N, \Sigma N$</td>
<td>$[27], [8]_s$</td>
</tr>
<tr>
<td></td>
<td>$\frac{3}{2}$</td>
<td>$\Sigma N$</td>
<td>[27]</td>
</tr>
<tr>
<td>-2</td>
<td>0</td>
<td>$\Lambda \Lambda, \Xi N, \Sigma \Sigma$</td>
<td>$[27], [8]_s, [1]$</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>$\Xi N, \Sigma \Lambda$</td>
<td>$[27], [8]_s$</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>$\Sigma \Sigma$</td>
<td>[27]</td>
</tr>
<tr>
<td>-3</td>
<td>$\frac{1}{2}$</td>
<td>$\Xi \Lambda, \Xi \Sigma$</td>
<td>$[27], [8]_s$</td>
</tr>
<tr>
<td></td>
<td>$\frac{3}{2}$</td>
<td>$\Xi \Sigma$</td>
<td>[27]</td>
</tr>
<tr>
<td>-4</td>
<td>1</td>
<td>$\Xi \Xi$</td>
<td>[27]</td>
</tr>
</tbody>
</table>

Table 1.3.: Symmetry of the flavor part for space-spin antisymmetric two baryon wave functions [Stoks99].
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Imposing the just discussed projection on the kernel of the BS equation, one immediately obtains the physical, antisymmetrized $T$-matrix. Then Hartree and Fock terms are implicitly generated. It is, however, also possible, to calculate the direct terms only by ignoring antisymmetrization and afterward account for the identical particle nature by subtracting the exchange amplitude. Therefore the calculated $T$-matrix has to be decomposed into Lorentz covariants, from which the exchange parts may then be calculated and subtracted from the unphysical amplitude. This procedure is described in detail in sec. 3.1.3.

In fig. 1.2.3 we show as an example the behavior with respect to $q_s$ of the scalar invariant of the Bonn A potential, which corresponds, loosely spoken, to the tree-level graph of an effective scalar exchange meson. Panel a) displays the comparison between the physical, antisymmetrized, and unphysical, not antisymmetrized, scalar amplitudes\(^1\). The effect of the implicit inclusion of exchange diagrams in the antisymmetrized amplitudes is nicely visible as a strong momentum dependence, which is absent for the unphysical, direct term. Panel b) illustrates the cancellation of large, momentum dependent contributions in the partial wave expansion, which in the end restores the $\sqrt{s}$ independent behavior of the Born diagrams. Leaving out every second partial wave, as the antisymmetrization technically does, leads to the strong momentum dependence of the physical amplitudes displayed in panel a), which can be attributed to the inclusion of exchange amplitudes.

### 1.3. 3D-reduced two baryon propagators

In typical nuclear interaction models the full two baryon propagator is for technical reasons replaced by a tree dimensional reduced propagator (3D propagator). This is, however, done covariantly. The 3D propagator fixes the time-like momentum component by a $\delta$ function and thus eliminates one of the four loop integrations. The leftover three integrations over the space-like momentum components can then later on be transformed in angular momentum projected one dimensional integrals which are a lot easier to solve.

#### 1.3.1. Reference frames in two particle scattering

To derive the expressions for the 3D propagators we will first define relative and total c.m. four momenta that are orthogonal in space and time component. An arbitrary set of four-momenta in the c.m. frame, which needs not to fulfill the mass-shell relation is given by

\[
    k^{(1)} = \left( k_0^{(1)}, q \right), \quad k^{(2)} = \left( k_0^{(2)}, -q \right)
\]

The total four momentum is straightforwardly constructed by adding both and obtaining the purely time-like

\[
    P = k^{(1)} + k^{(2)} = \left( k_0^{(1)} + k_0^{(2)}, 0 \right)
\]

\(^1\)The amplitudes displayed there are obtained from a partial wave decomposition and include partial waves up to $J = 15$. The high momentum part is thus not quite converged.
Figure 1.5.: The panels show scalar invariants of the Bonn A Born diagrams. Antisymmetrization, which is an implicit inclusion of exchange diagrams, leads to a strong momentum dependence as shown in panel a). Panel b) shows the not antisymmetrized partial wave decomposed amplitudes summed up to a given $J$. The cancellation between contributions of different partial waves restores the $\sqrt{s}$ independence of the original Born diagram.
To construct a relative four momentum which is orthogonal to $P$, i.e. purely space-like, we need to take a weighted difference of $k^{(1)}$ and $k^{(2)}$

$$q \equiv x_1 k^{(1)} - x_2 k^{(2)} = (0, q)$$

$$\Rightarrow \begin{cases} x_1 + x_2 = 1 \\ x_1 k_0^{(1)} - x_2 k_0^{(2)} = 0 \end{cases} \Rightarrow x_{1,2} = \frac{k_{0}^{(2,1)}}{P_0}$$

In the relative coordinates $k^{(1)}$ and $k^{(2)}$ are

$$k^{(1)} = x_2 P + q, \quad k^{(2)} = x_1 P - q$$

As needed in the loop integration of the BS equation, both particle four momenta can be independently arbitrarily far off shell, as long as $P_0$ is a free parameter. For the 3D reduction $P_0$ is fixed to a specific energy. Choosing $P_0$ to be the total energy, the two particles are bound to be symmetrically off shell and therefore on-shell simultaneously (with respect to $q$). One could as well imagine to fix $P_0$ to some other energy which would make the two particles asymmetrically off-shell by a fixed value. Having $P_0 = \sqrt{s(q)}$, which is the on-shell case, $x_1$ and $x_2$ can be expressed in terms of the total energy and the masses:

$$x_1 = \frac{1}{2} \left( \frac{M_2^2 - M_1^2}{s} + 1 \right), \quad x_2 = \frac{1}{2} \left( \frac{M_1^2 - M_2^2}{s} + 1 \right)$$

For the c.m. frame this is also the most reasonable choice since the incoming physical particles correspond to asymptotic, on-shell states. In the framework of the BS equation they can only go symmetrically off-shell, which preserves the orthogonality of the total and relative momentum. Two prescriptions of symmetrically off-shell 3D propagators, the Blankenbecler-Sugar (BbS) and the Thompson (Th) propagator, will be described below.

The relative c.m. momentum, $q_c$ may be expressed in terms of Lorentz invariants, so it may be calculated very easily from momenta in arbitrary reference frames. Solving $s = (E_1(q_s) + E_2(q_s))^2$ for $q_s$, we obtain

$$q_s^2 = \frac{(s - M_1^2 - M_2^2)^2 - 4M_1^2M_2^2}{4s}$$

Another common variable in two particle scattering formalisms is the laboratory energy $T_{lab}$. To derive it, we need the notion of laboratory frame. The laboratory frame is defined such, that the target particle is at rest, $p_1 = (M_1, 0)$, while the projectile moves with three momentum $q_l$, $p_2 = (E_2(q_l), q_l)$, $E_i(k) = \sqrt{M_i^2 + k^2}$. By the Lorentz invariant $s = (p_1 + p_2)^2$ we can relate this to the relative momentum in c.m. frame, where $q_{1,2} = (E_{1,2}(q), \pm q)$. The laboratory energy is then defined as

$$T_{lab} \equiv E_2(q_l) - M_2 = \frac{q^2 - E_1(q)E_2(q)}{M_1} - M_2 \quad M_1 = M_2 \quad \frac{2q^2}{M}$$
1.3. The pseudo-potential equation

The 3D reduced ladder approximation can be formally deduced as an expansion of the full kernel with respect to the difference between full and 3D propagator. The full propagator $G$ (the index \(^{(2)}\) will be suppressed) is rewritten as $G = g + (G - g)$, where $g$ is three dimensional and has the same elastic unitarity cut as $G$. The BS equation may then be transformed into a coupled system

$$T = W + WgT \quad (1.34)$$
$$W = V + V(G - g)W \quad (1.35)$$

which is equivalent to eq.(1.4). Eq.(1.34) is now the easier to solve 3D equation, but eq.(1.35) is at least as hard to solve as eq.(1.4). One should note, that $V$ is still the full kernel. The pseudo potential $W$ is now expanded in orders of the coupling constants denoted by the superscript of $V$ and $W$:

$$W^{(2)} = V^{(2)} \quad (1.36)$$
$$W^{(4)} = V^{(4)} + V^{(2)}(G - g)V^{(2)} \quad (1.37)$$

The full kernel $V$ is reduced such, that $V^{(n)} \sim \mathcal{O}(g^n)$. The first order of the pseudopotential, $W^{(2)}$, is then proportional to $g^2$, the second order, $W^{(4)}$, is proportional to $g^4$, etc.

The combined ladder + 3D approximation is then obtained quite naturally by truncating this expansion after eq.(1.36), i.e., keeping only kernel elements up to second order in the couplings.

1.3.3. The Blankenbecler-Sugar propagator

![Figure 1.6.](image)

Figure 1.6.: In the physically relevant on-shell $T$-matrix the intermediate two baryon propagator of the loop transports the particle momenta $k_1 + l$ and $k_2 - l$, where $k_1$ and $k_2$ are the incident on-shell momenta.

The definition of the Blankenbecler-Sugar (BbS) propagator [Blankenbecler66] is made with respect to the physically relevant on-shell $T$-matrix, i.e., the $T$-matrix for in- and
outgoing states, which are on their mass shell. As illustrated in fig. 1.6, the incoming and also outgoing particle momenta are given by

\[ k_{1,2} = \left( x_{2,1} \sqrt{s_0} \pm q_s \right) = x_{2,1} P_\mu \pm q_{s_\mu}, \quad \text{where } P_\mu = (\sqrt{s_0}, 0). \]  

As the on-shell relation is fullfilled for these four-momenta, eq.(1.31) holds for \( x_1 \) and \( x_2 \).

The momenta propagated in the intermediate state contain an additional loop momentum \( l_\mu \),

\[ k_1' = (k_1 + l)^\mu, \quad k_2' = (k_2 - l)^\mu, \]  

with the respective c.m. variables

\[ P'^\mu = (k_1' + k_2') = P_\mu, \quad q'^\mu = x_1' k_1' - x_2' k_2' = q^\mu + l^\mu. \]  

The complete two fermion propagator of the intermediate state in the BS equation is then, in the c.m. frame and with the momenta just defined, given by

\[ \frac{[\gamma_\mu (k_1 + l)^\mu + M_1]}{(k_1 + l)^2 - M_1^2 + i\epsilon} \frac{[\gamma_\mu (k_2 - l)^\mu + M_2]}{(k_2 - l)^2 - M_2^2 + i\epsilon}. \]  

The 3D reduced propagators have the aim to simplify the BS equation. Their merits are

1. removing the integration over \( l_0 \) by introducing a \( \delta(f(l_0)) \) in the reduced propagator;

2. converting the numerator of the full two particle propagator into a positive energy projection operator, leading to a formulation of the BS equation in terms of positive energy matrix elements.

This sounds rather restrictive at first but is done in an elegant and also covariant way. The new propagator needs to fulfill at least the most important analytic properties of the full one. The most prominent analytic structures of the two particle propagator are the one- and two-particle cuts. In the 3D reduction only one of both can be realized, leading to a whole variety of different 3D propagators that may be constructed. In the BbS propagator, as well as in the Thompson propagator, which is derived further down, the two-particle cut is included. Having a two-particle cut only, both baryons can only go on-shell simultaneously, i.e., for the same \( q \). This implies, that they have to be equally far off-shell. Other prescriptions, which only conserve the single particle cuts are discussed in sec. 1.3.5.

We will now first sketch and motivate the procedure of deriving the BbS propagator before actually doing the algebra. Instead of a denominator which becomes zero when either the particle goes on its mass shell, as in eq.(1.41), a total energy denominator \((s_0 - s')^{-1}\) is chosen with \( s_0 = P_\mu P^\mu \). \( s_0 \) is a constant in this context, fixed from outside. To obtain a two-particle cut, \( s' \) has to be a function of \((q + l)^\mu\), which equals \( s \) for \( l^\mu = 0 \). The delta function

\[ \delta^{(+)}((x_2' P' + q_s + l)^2 - M_1^2)\delta^{(+)}((x_1' P' - q_s - l)^2 - M_2^2), \quad P' = (\sqrt{s'}, 0), \]
together with an integral over $s'$ produces exactly this behavior, where $^{(+)}$ indicates, that only the positive energy root contributes. The factors $x'_1$ and $x'_2$ are chosen in analogy to eq.(1.31) where $s$ is replaced by $s'$. This leads to a symmetric off-shellness as was discussed earlier. Comparing this to eq.(1.38), it is obvious, that the delta functions imply $s' = E_1(q_s + l) + E_2(q_s + l)$, i.e., the newly constructed propagator will have the two-particle cut for $l = 0$.

The pole is thus translated from being a \textit{mass-shell pole} into being a \textit{momentum-shell pole}. The singularity appears when $l = 0$ so that the propagated momentum equals the incident on-shell 3-momentum. Although it is equivalent in the exact treatment, the reduction leads to a subtle difference: As we will see, the total energy of the intermediate two nucleons, i.e. $k'_1 + k'_2$, is kept fixed to $E_1(q_s) + E_2(q_s)$ in this approximation, only the three-momentum loop integral will be left. So the propagated baryons are always on their \textit{energy shell}. The new propagator gets “on-shell” when it goes onto its momentum shell, i.e., $l = 0$.

In analogy to the arguments of the delta functions the numerator is chosen as

$$\begin{align*}
[\gamma_\mu(x'_2P' + q_s + l)^\mu + M_1(1) [\gamma_\mu(x'_1P' - q_s - l)^\mu + M_2(2)],
\end{align*}$$

which produces the desired residue of the propagator. Since the delta functions lead to $s' = E_1(q_s + l) + E_2(q_s + l)$, This expression becomes a positive energy projection operator for the two intermediate states.

The above discussion can be collected in the following integral representation of the fermionic BbS propagator:

$$\begin{align*}
G_{BbS}^{(2)}(q, s) &\equiv \int_0^\infty \frac{d s'}{(M_1 + M_2)^2} \frac{[\gamma_\mu(x'_2P' + q)^\mu + M_1(1) [\gamma_\mu(x'_1P' - q)^\mu + M_2(2)]}{s' - s_0 + i\epsilon} \\
&\quad \times \delta^{(+)}((x'_2P' + q)^2 - M_1^2) \delta^{(+)}((x'_1P' - q)^2 - M_2^2). 
\end{align*}$$

\((q_\mu \text{ must not be confused with } q_{s\mu} \text{ from above; } q_\mu = (q_s + l)_\mu \text{ and thus contains, unlike } q_{s\mu}, \text{ a time-like component as well.})\) Restricting our formalism to the scattering of positive energy states, also in the intermediate ones, we will only use the positive energy root of the delta function, symbolized by $\delta^{(+)}$. Since we would like the energy to be symmetrically off-shell in the delta functions, we have, as discussed above:

$$\begin{align*}
x_{1,2}' = \frac{E_{2,1}(q)}{\sqrt{s(q)}}.
\end{align*}$$

In the c.m. frame we can now explicitly derive the expression for $G_{BbS}$. Let us begin by evaluating the first delta function with the $s'$ integration. The root of its argument with respect to $s'$ is

$$\begin{align*}
\sqrt{s'} = \frac{E_1(q) - q_0^0}{x_2'}.
\end{align*}$$

\(^2\text{In the original work }[\text{Blankenbecler66}] \text{ Blankenbecler and Sugar set up a covariant reduced scattering equation for a two meson system.}\)

\(^3\text{Positive energy means here that } x_{2,1}'P_0' \pm q_0 > 0.\)
$E_i(q)$ will be abbreviated by $E_i$ in the following since there is only $q$ appearing as argument. The derivative of the delta function’s argument is given by

$$d_1(s') \equiv \frac{\partial}{\partial s'} \left[ (x'_2 P' + q)^2 - M_1^2 \right] = x'_2 (x'_2 + \frac{q^0}{\sqrt{s'}})$$  \hspace{1cm} (1.47)

The first delta function thus becomes

$$\delta^{(+)}((x'_2 P' + q)^2 - M_1^2) = \frac{E_1 - q^0}{x'_2 E_1} \delta^{(+)} \left( s' - \left( \frac{E_1 - q^0}{x'_2} \right)^2 \right)$$  \hspace{1cm} (1.48)

Performing the $s'$ integration now, the argument of the second delta function becomes

$$(x_1' \sqrt{s'} - q^0)^2 - E_2^2 = \frac{\sqrt{\gamma} = E_1(q) - q^0}{x_2'} \left( \frac{x_1'}{x_2'} E_1 - \left( 1 + \frac{x_1'}{x_2'} \right) q^0 \right)^2 - E_2^2$$  \hspace{1cm} (1.49)

Using eq. (1.45) it directly follows that the positive energy root is $q^0 = 0$. To rewrite this delta function for being evaluated directly in the $q^0$ integral of the BS equation we need the argument’s derivative at $q^0 = 0$ which is easily calculated to be

$$d_2(q^0 = 0) = -2 \frac{E_2}{x'_2}$$  \hspace{1cm} (1.50)

So the second delta function becomes

$$\delta^{(+)} \left( \left[ \frac{x_1'}{x_2'} E_1 - \left( 1 + \frac{x_1'}{x_2'} \right) q^0 \right]^2 - E_2^2 \right) = \frac{x_2'}{2E_2} \delta^{(+)}(q^0)$$  \hspace{1cm} (1.51)

To collect the whole expression for the BbS propagator we will at those places where $q^0$ appears assume, that the remaining delta function is already evaluated, i.e. setting $q^0$ to zero, since it will contribute anyway only then and simplifies the expression. Furthermore we define the positive energy projection operators

$$\Lambda_i^{(+)}(q) = \frac{1}{2M_i} (\gamma^0 E_i - \gamma q + M_i)$$  \hspace{1cm} (1.52)

into which the numerator of eq. (1.44) is turned by the first delta function and the condition $q^0 = 0$ implied by the second one. The final expression is then

$$g_{BbS}(q, s) = \frac{\Lambda_1^{(+)}(q) \Lambda_2^{(+)}(q) 2M_1M_2 \sqrt{s(q)}}{s(q) - s_0 + i\epsilon} \frac{1}{E_1E_2}$$  \hspace{1cm} (1.53)

where $G_{BbS}(q, s) = g_{BbS}(q, s)\delta^{(+)}(q^0)$. 
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1.3. The Thompson propagator

The Thompson (Th) propagator [Thompson70] is very similar to the BbS propagator, so it will be sufficient to sketch here the differences and state the final result. The ansatz for the Th propagator uses $\sqrt{s'}$ in place of $s'$:

$$G^{(2)}_{Th}(q, s) \equiv \int_{(M_1 + M_2)}^{\infty} d\sqrt{s'} \frac{[\gamma_\mu(x_2'P' + q)^\mu + M_1]_{(1)} [\gamma_\mu(x_1'P' - q)^\mu + M_2]_{(2)}}{\sqrt{s'} - \sqrt{s_0} + i\epsilon} \delta^{(+)}((x_2'P' + q)^2_\mu - M_1^2)\delta^{(+)}((x_1'P' - q)^2_\mu - M_2^2)$$

The evaluation proceeds similar to the BbS case and yields

$$g_{Th}(q, s) = \frac{\Lambda^{(+)}_1(q)\Lambda^{(+)}_2(q)}{\sqrt{s(q) - \sqrt{s_0} + i\epsilon}} \frac{M_1 M_2}{E_1 E_2}$$

Both propagators are related by a very simple transformation

$$g_{Th} = \frac{\sqrt{s(q)} + \sqrt{s_0}}{2\sqrt{s(q)}} g_{BbS}$$

1.3.5. Discussion of 3D propagators

The 3D propagators presented in the last section are all constructed such that they put the baryons equally far off-shell. This is by no means a unique, nor a supreme choice. There exist many different families of such reduced propagators which may even depend on a continuous parameter [Woloshyn73, Gross82].

Physically, the reduction of the two baryon propagator – interpreted in the meson exchange framework – means a modification of the retardation compared to the full BS equation, since the 0th component of the loop momentum is set to a fixed value. The symmetric choice which we will use throughout this work implies that all retardation effects are neglected due to the $\delta(k_0)$. This leads to a modification of pole structure in the exchange meson’s propagator. In the symmetrically off-shell case it completely removes the pole. At low energies, as they are needed for baryon interactions in nuclear structure theory, neglecting retardation effects seems to be a reasonable assumption, which is consistent with data in present day models. As is well known, the integrated strength of the exchange particle’s propagator is by far more important for the scattering amplitude than the exact pole structure.

In the literature many investigations on what would be the best 3D equation for nuclear physics can be found, the most detailed ones are [Woloshyn73, Gross82]. There are two main focuses in the discussions: (1) which 3D equation is closest to the full BS equation using the same kernel, and (2) which one has the best characteristics in terms of an expansion in orders of the coupling squared. As pointed out by [Gross82], the first point does not make sense, since the full four dimensional equation using a ladder kernel has an incorrect single particle limit, whereas all the 3D equations show the correct behavior. The second point is more a “would be” criterion since an expansion beyond coupling constant to the fourth power, which is only second order (!), is technically far too involved. From our point of view the choice of the 3D propagator is a free model parameter like the couplings are and is intimately connected with them.
1. Relativistic Scattering Theory

1.4. The $K$-matrix approximation and scattering phase shifts

Below the threshold for particle production the real valued reaction or $K$-matrix is equivalent to the 3D reduced $T$-matrix (and non relativistic $T$-matrix, respectively). The $K$-matrix operator is almost identical to the $T$-matrix operator, only that the loop integral part contains a principal value:

$$K = V + PVG^{(2)}K$$  \hspace{1cm} (1.57)

Both scattering matrices are connected through the Heitler integral equation [Joachain75]

$$T(q', q, \sqrt{s}) = K(q', q, \sqrt{s}) - i\pi \int d^3k K(q', k, \sqrt{s})\delta(s - s_k)T(k, q, \sqrt{s})$$  \hspace{1cm} (1.58)

Please note, that the factor of $(2\pi)^{-3}$, belonging to the integral measure, is absorbed in the scattering matrices in this definition. The $k$ integral of eq.(1.58) can be easily solved using

$$dk = \frac{E_1(k)E_2(k)}{k^2\sqrt{s_k}}d\sqrt{s_k} = \frac{\rho(s_k)}{k^2} d\sqrt{s},$$  \hspace{1cm} (1.59)

In the context of baryon-baryon scattering, where incident, intermediate and outgoing states may be of different mass, one usually uses an equivalent expression which is symmetric in the energies of the incoming and outgoing states, labelled by $i, o$, respectively:

$$\rho(s) = \sqrt{\rho_o(s)\rho_i(s)} = \sqrt{\frac{q_sE_{1,o}(q_s)E_{2,o}(q_s)}{\sqrt{s}} q_sE_{1,i}(q_s)E_{1,o}(q_s)}$$  \hspace{1cm} (1.60)

$$T(q', q, \sqrt{s}) = V(q', q, \sqrt{s}) - i\pi\rho(s) \int d\Omega V(q', q_s, \sqrt{s})T(q_s, q, \sqrt{s})$$  \hspace{1cm} (1.61)

Performing a partial wave decomposition now yields an algebraic equation which may be trivially solved for the full on-shell matrices in the uncoupled scattering channels:

$$T^{(J)}(s) = \frac{K^{(J)}(s)}{1 + i\pi\rho(s)K^{(J)}(s)}$$  \hspace{1cm} (1.62)

$$K^{(J)}(s) = \frac{T^{(J)}(s)}{1 - i\pi\rho(s)T^{(J)}(s)}$$  \hspace{1cm} (1.63)

Since angular momentum is conserved and we are considering elastic scattering, flux conservation tells us that the scattering matrix needs to be unitary. This means for the so far discussed single channel problem, that it may only depend on a single parameter, a real scattering phase $\delta_J(s)$. The reaction matrix $K$ can therefore also be parametrized in terms of that scattering phase [Joachain75]

$$K^{(J)} = -\frac{1}{\pi\rho(s)}\tan(\delta_J(s))$$  \hspace{1cm} (1.64)
1.4. The $K$-matrix approximation and scattering phase shifts

Due to the general definition of $\rho$, eq.(1.60), this applies as well for identical particles as for particles of different mass. Using eqs.(1.62) and (1.64) the respective parametrization for the $T$-matrix is

$$T^{(J)} = -\frac{1}{\pi \rho(s)} \exp[i\delta_J(s)] \sin(\delta_J(s)) \quad (1.65)$$

As a characteristic measure for an interaction one often uses the effective range parameters, which describe the behavior of the scattering amplitude at very low energy. They are defined as coefficients in the expansion of

$$\frac{q}{\tan(\delta)} = q(-\pi \rho(q_s) K(q_s))^{-1} \approx -\frac{1}{a} + \frac{1}{2} r q_s^2. \quad (1.66)$$

$a$ is usually referred to as scattering length and $r$ is called effective range.

1.4.1. Scattering Phase shifts in multi-channel systems

In the general case, the two body scattering problem involves multiple interacting channels. In the coupled channel problem we only have conservation of total current, not of each current in the individual channels. For this case there are parameters in addition to the scattering phase which characterize the mixing of the channels. We will discuss here in detail the mixing of different orbital angular momenta and follow closely the prescription of Blatt and Biedenharn [Blatt52].

As described in sec. 1.2, there are two coupled sets of amplitudes of different angular momentum structure that belong to opposite parity. We will focus here on the coupled triplet, having $S = 1$ and $m_S = \pm 1$. Thus the orbital angular momentum $\ell$ is given by $\ell = J \pm 1$. Since all four states have the same conserved $J$ and $\pi$ quantum numbers they will mix. The $S$-matrix has then the following structure

$$S = \begin{pmatrix} \langle J - 1 | S_{11}^{(J)} | J - 1 \rangle & \langle J - 1 | S_{12}^{(J)} | J + 1 \rangle \\ \langle J + 1 | S_{21}^{(J)} | J - 1 \rangle & \langle J + 1 | S_{22}^{(J)} | J + 1 \rangle \end{pmatrix} \quad (1.67)$$

Although the $S$-matrix in total is unitary, the individual components are not. This observation leads us to a natural extension of the single channel $S$-matrix parametrization $S^{(J)} = \exp(i2\delta_J)$, namely

$$S = U^{-1}(\epsilon) \exp(i2\Delta) U(\epsilon), \quad (1.68)$$

where $\Delta$ is a diagonal matrix containing the eigenphases

$$\begin{pmatrix} \delta^-_J & 0 \\ 0 & \delta^+_J \end{pmatrix} \quad (1.69)$$

and $U(\epsilon)$ is the unitary 2-dimensional rotation matrix

$$U(\epsilon) = \begin{pmatrix} \cos(\epsilon) & \sin(\epsilon) \\ -\sin(\epsilon) & \cos(\epsilon) \end{pmatrix}. \quad (1.70)$$

In general the states $A_1 |J - 1\rangle + A_2 |J + 1\rangle$ are no eigenstates of $S$ and the ratio of the coefficients $A_1/A_2$ for the incoming and outgoing wave will differ. Channel $+$ and $-$ mix,
\( \epsilon \) is the measure of this mixing of both states and strongly depends on \( \sqrt{s} \). For \( q_s \rightarrow 0 \), \( \epsilon \) vanishes and \( |J \pm 1 \rangle \) really do become eigenstates of \( S \). This defines the assignment of the eigenphases \( \delta^\pm_J \).

The \( K \)-matrix is of the same structure as the \( S \)-matrix and can therefore be parametrized in a similar fashion. The Blatt-Biedenharn phase-shifts in terms of the \( K \)-matrix elements

\[
K^J_{\pm+} \equiv \langle J \pm 1 | K^J | J \mp 1 \rangle
\]

are then given by

\[
\tan \left( \frac{\delta_J}{2} \sqrt{s} \right) = -\frac{\pi}{2} \rho(\sqrt{s}) \left( K^J_{-+} + K^J_{++} \pm \frac{K^J_{+-} - K^J_{++}}{\cos(2\epsilon_J)} \right)
\]

(1.72)

\[
\tan(2\epsilon_J) = \frac{2K^J_{+-}}{K^J_{--} + K^J_{++}}
\]

(1.73)

In the case of identical particles this one is uncoupled, see fig. 1.4, so that \( \epsilon = 0 \) and \( ^{0,1}_{0,1} \delta_J \) are of particularly simple form as can be read off eq.(1.72).

Similar considerations will lead to a parametrization of coupled channel systems involving different particles and thus also a threshold. A nice description on that is given in [Bryan81, Bryan84]. When displaying phase shifts in the YN sector, we will, however stick to those below thresholds and will use the phase shift conventions elaborated above.
2. Relativistic Meson-Exchange Models

As the foundation of our interaction modeling we chose the relativistic meson-exchange models, since they have very appealing features in terms of their universality:

- It is a covariant quantum field theory which ensures that all relevant kinematical and dynamical constraints are consistently implemented.

- It uses the same degrees of freedom as hadron physics does and is thereby able to provide a link between hadron and nuclear physics. Both fields should be described in a consistent way since they are just two sides of the same story.

- It provides a microscopic starting point for many-body calculations and a basis for systematically improvable finite density effective interactions (see chap. 3).

In our developments we will stick closely to the one boson exchange (OBE) models of the Bonn group [Erkelenz74, Machleidt87, Machleidt89] and basically extend the formalism to also include hyperonic degrees of freedom.

Meson exchange models are quantum field theories defined by a Lagrangian which involves baryons and mesons as degrees of freedom. The mesons, usually pseudoscalar, vector and scalar isospin singlets and multiplets, are taken to be stable particles of a fixed mass, as the baryons are. The coupling constants are fixed by performing relativistic or non-relativistic $T$-matrix calculations and matching the calculated phase shifts to the experimental ones by adjusting coupling constants. Similar models to the one we develop in this work have been developed by the Jülich group [Holzenkamp89, Reuber94], as well as by the Nijmegen group [Nagels78, Maessen89, Rijken99, Stoks99]. The Jülich model is as well as ours an extension of the Bonn model. They, however use the so called full model which involves time ordered perturbation theory and correlated meson exchanges. In the Bonn OBE model, as well as in ours, the latter are included effectively through the Lorentz scalar mesons. In their model there is also no 3D reduction applied. The Nijmegen model is a non-relativistic meson-exchange model and constitutes a kind of reference case hyperon nucleon interaction used in all the most recent non-relativistic hypernuclear calculations. In addition to the scalar nonet they introduce also scalar reggions to cure some deficiencies in the reproduction of phase shifts.

Most of the meson exchange models have an exact isospin symmetry, i.e., the baryon and meson isospin multiplets are mass degenerated and the interaction terms in the Lagrangian are invariant under isospin transformations. The high precision CD-Bonn potential [Machleidt01] is a counter example, breaking explicitly isospin invariance. Here the $\pi$ mesons and the nucleons are given different masses which significantly improves the reproduction of NN phase shifts.
As seen from tab. 2.1, in models including hyperons the baryon masses among the flavor sub-multiplets are always split and an average mass is assigned to each isospin multiplet. The coupling constants of the pseudoscalar and vector mesons to the baryons obey strict SU(3) invariance, while the couplings of the scalar mesons are left as free parameters since they are considered as composite objects, i.e., resonances in scattering amplitudes between the mesons of the pseudoscalar and vector sector. The meson masses are treated identically to the baryon masses. The assumption of SU(3) invariance of the couplings is justified since the SU(3) charges are exactly conserved despite the mass splitting within the multiplets. In view of the scarce hyperon scattering data small SU(3) breaking effects are not accessible anyway at present.

### 2.1. Invariant Lagrangians

<table>
<thead>
<tr>
<th>particle type</th>
<th>filed</th>
<th>isospin (T)</th>
<th>strangeness (S)</th>
<th>physical mass [MeV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>baryons</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>$\frac{1}{2}$</td>
<td>0</td>
<td>939</td>
<td></td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>0</td>
<td>-1</td>
<td>1115</td>
<td></td>
</tr>
<tr>
<td>$\Sigma$</td>
<td>1</td>
<td>-1</td>
<td>1193</td>
<td></td>
</tr>
<tr>
<td>$\Xi$</td>
<td>$\frac{1}{2}$</td>
<td>-2</td>
<td>1318</td>
<td></td>
</tr>
<tr>
<td>pseudoscalar mesons</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\pi$</td>
<td>1</td>
<td>0</td>
<td>137</td>
<td></td>
</tr>
<tr>
<td>$\eta, \eta'$</td>
<td>0</td>
<td>0</td>
<td>547, 958</td>
<td></td>
</tr>
<tr>
<td>$K$</td>
<td>$\frac{1}{2}$</td>
<td>$\pm1$</td>
<td>494</td>
<td></td>
</tr>
<tr>
<td>vector mesons</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\rho$</td>
<td>1</td>
<td>0</td>
<td>769</td>
<td></td>
</tr>
<tr>
<td>$\omega, \phi$</td>
<td>0</td>
<td>0</td>
<td>783, 1019</td>
<td></td>
</tr>
<tr>
<td>$K^*$</td>
<td>$\frac{1}{2}$</td>
<td>$\pm1$</td>
<td>893</td>
<td></td>
</tr>
<tr>
<td>scalar mesons</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td>1</td>
<td>0</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>$\sigma, \sigma_s$</td>
<td>0</td>
<td>0</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>$\kappa$</td>
<td>$\frac{1}{2}$</td>
<td>$\pm1$</td>
<td>–</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1.: Particle spectrum of our model

The model applied in this work unless otherwise stated is constructed in this section. The particle spectrum consists of the SU(3) baryon octet and the pseudoscalar, vector and scalar meson nonets as displayed in tab. 2.1 and fig. 2.1. In the interaction terms of the Lagrangian mesons and baryons are coupled in a minimal, i.e., simplest and most natural, covariant and SU(3) invariant fashion. For the pseudoscalar mesons there is the constraint arising from their nature of being a Goldstone boson, that for vanishing
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\[ Y^T z_1 ^{-1} n^p /c83 /c43 /c83 /c45 /c88 /c48 /c76 /c88 /c45 \]

\[ Y^T z_1 ^{-1} K^0 + /c112 /c43 /c112 /c45 /c112 /c48 /c104 /c75 /c48 /c75 /c45 \]

\[ 1 /2 -0 -0 + 1 - \]

Figure 2.1.: The baryon and meson octets labeled by their quantum numbers \( J^\pi \). This is the particle spectrum appearing in our meson exchange model.

momentum transfer they have to decouple. Therefore the pseudovector coupling is chosen for them. This leads to the following Lorentz invariant structures of the vertices:

\[ \alpha(0^-)NN = f_{BB'} \bar{\psi}_{B'} \gamma_5 \gamma_\mu \psi_B \partial^\mu \phi \] (2.1)

\[ \alpha(1^-)NN = g_{BB'} \bar{\psi}_{B'} \gamma_\mu \psi_B \phi^\mu + \frac{f_{BB'} \bar{\psi}_{B'} \sigma_{\mu\nu} \psi_B \epsilon^{\mu\nu}}{2(M_B + M_{B'})} \] (2.2)

\[ \alpha(0^+)NN = g_{BB'} \bar{\psi}_{B'} \psi_B \phi \] (2.3)

where \( g \) and \( f \) are the electric and magnetic or normal and tensor couplings of meson \( \alpha \), respectively, \( F^{\mu\nu} \) is the field strength tensor and \( M_B \) the mass of baryon \( B \).

The next step is to couple the flavor structure of the vertices to SU(3) singlets. Each vertex contains an element of each of the three octets \( B, \bar{B} \) and \( \phi \). Group theoretically we are looking for a singlet representation contained in the decomposition of the direct product \([8] \otimes [8] \otimes [8] \) \(([8] = [8])\) into its irreducible representations. The first step is the decomposition of the direct product of two octets

\[ [8] \otimes [8] = [1] \oplus [8^1] \oplus [8^2] \oplus [10] \oplus [27] \] (2.4)

The \([\bar{n}]\) denotes the adjoint to \([n]\) which is not necessarily identical in SU(3). \([8^1]\) and \([8^2]\), which are of mixed symmetry, can be rewritten into \([8^s]\) and \([8^a]\), a symmetric and an antisymmetric octet representation. Next a singlet from the decomposition of the direct product of \([8]\) and eq.(2.4) has to be found. Only \([8^s\ast]\) contains a singlet. The singlet in the direct product of two octets is given through the full contraction, i.e. the trace of two octets, \( \text{Tr}([8]\otimes [8]) \).

In analogy to the well known coupling of angular momenta, also the coupling of SU(3) octets to a singlet can be done using (SU(3)) Clebsch-Gordan coefficients. The prime reference in which all the required SU(3) Clebsch-Gordan coefficients are worked out is
[deSwart63], which is, however, somewhat hard to access. A nice and understandable presentation of coupling SU(3) representations is given in [Holzenkamp88].

Here we will set up the couplings with the help of the SU(3) matrix representation, which coincides with the octets (the 3 dimensional matrix representation of SU(3) also spans an 8 dimensional space). An introduction to that formalism frequently applied in constructing effective Lagrangians can be found, e.g., in [Donoghue92]. The baryon and the meson fields can be expressed in matrix form as follows:

\[
B = \frac{1}{\sqrt{2}} \sum_{a=1}^{8} \lambda^a B^a = \begin{pmatrix}
\Sigma^0 + \frac{\Lambda}{\sqrt{6}} & \Sigma^+ & p \\
-\Sigma^0 + \frac{\Lambda}{\sqrt{6}} & \Xi^- & n \\
\Xi^- & -\Sigma^0 + \frac{\Lambda}{\sqrt{6}} & \Xi^- \\
\end{pmatrix}
\]  

(2.5)

\[
\phi = \frac{1}{\sqrt{2}} \sum_{a=1}^{8} \lambda^a \phi^a = \begin{pmatrix}
\pi^0 + \eta_8 & \pi^+ & K^+ \\
-\pi^0 + \eta_8 & \pi^- & K^0 \\
\pi^- & -\pi^0 + \eta_8 & K^- \\
\end{pmatrix}
\]  

(2.6)

For the mesons we representatively took the pseudoscalar octet. \( \lambda^a \) are the Gell-Mann matrices. To follow the above described construction of a singlet we need the symmetric and antisymmetric representation of the octet in matrix form, which are given by the commutator and anticommutator of two octets, respectively:

\[
[8^s] = [[8], [8]] \quad \text{and} \quad [8^a] = \{[8], [8]\}
\]  

(2.7)

And therefore

\[
[1] = \text{Tr}([8^s][8]) = \text{Tr}([[8], [8]][8]), \text{ and}
\]

\[
[1] = \text{Tr}([8^a][8]) = \text{Tr}([\{8], [8]\][8])
\]  

(2.8) (2.9)

The formal structure of the SU(3) invariant Lagrangian’s interaction part is then

\[
\mathcal{L}_{\text{int}} = -g \alpha \text{Tr}([\overline{B}, B] \phi) + g (1 - \alpha) \text{Tr}([\overline{B}, B] \phi)
\]  

(2.10)

\( g \) is now the universal octet coupling and \( \alpha \), the so called \( F/(F+D) \) ratio, fixes the relative strength of symmetric and antisymmetric part. For the actual interaction Lagrangian the respective Lorentz structures need to be added. There is a distinct \( g \) and \( \alpha \) for each of the three meson octets. The coupling strengths of the physical particles in terms of the octet couplings are given in tab. 2.2 and tab. 2.3. To get the hadron physics completely right the mixing between \( \eta_8 \) (which is the one included so far) and \( \eta_1 \) has to be incorporated. The same numbers also hold for the vector mesons, where the \( \omega-\phi \) mixing has to be taken into account.

Including also model predictions of the SU(6) quark model, which incorporates in addition to the flavor structure the quark spin structure of the baryons, additional constraints appear:

- for the pseudoscalar octet \( \alpha_{ps} = \frac{2}{5} \)
- for the electric couplings in the vector octet \( \alpha_{v,g} = 1 \)
2.2. Calculation of effective interactions

For actual calculations in meson exchange models the whole formalism developed in sec. 1 is applied. First the truncation in the pseudopotential expansion after the first term is done, leading to a 3D reduced propagator

\[ G^{(2)}(|q|,s) = g(|q|,s)\Lambda^{(+)}(q)\Lambda^{(+)}(q)\delta^{(+)}(q^0), \]  

and a kernel \( V(q', q) \) that only contains one meson exchange diagrams. Due to the delta function in the 3D propagator, the time like components stay fixed to \( E_i(q_i) \). This is not altered by the loop integrations and therefore no time-like component in the momentum transfer through the kernel will contribute. \( V \) only depends on the relative three momenta. The BS equation is then

\[ T(q', q, s) = V(q', q) + \int d^3\bar{q} \, V(q', \bar{q})g(|\bar{q}|,s)\Lambda^{(+)}(\bar{q})\Lambda^{(+)}(\bar{q})\delta^{(+)}(\bar{q}^0)T(\bar{q}, q, s). \]

(For clarity of the formulas we have absorbed the factor \((2\pi)^{-3}\) of the integral into \( V \) and \( T \) by dividing the whole equation by \((2\pi)^3\), \( T/(2\pi)^3 \rightarrow V, T \).) One

\[
\begin{array}{c|cccc}
G_{BB'\phi} & N & N & \Lambda & \Sigma \\
\hline
\rho & 1 & 1 & 0 & \frac{7\sqrt{3}}{3} (\Sigma) \\
\omega & \frac{7}{3} & \frac{5}{5} & 0 & \frac{7}{5} \\
\phi & 0 & -3\sqrt{3} & \frac{\sqrt{5}}{5} & -4\frac{\sqrt{5}}{5} \\
K^* & -3\frac{\sqrt{3}}{3} (\Lambda) & \frac{\sqrt{3}}{5} (\Xi) & \frac{1}{5} (N) & -1 (\Sigma)
\end{array}
\]

Table 2.4.: SU(6) couplings for the vector meson octet.
2. Relativistic Meson-Exchange Models

clearly see, that the \( s \) dependence arises in this approximation only from the reduced propagator. In a full BS equation already the kernel itself depends on \( s \). By rewriting the positive energy projectors into

\[
\hat{\Lambda}^{(+)}(\tilde{q}) = \sum_{\lambda_i} |\tilde{\lambda}_i\rangle \bar{\Pi}_{\hat{\lambda}_i}(\tilde{q}) u_{\hat{\lambda}_i}(\tilde{q}) \langle \tilde{\lambda}_i|
\]

(\( \tilde{\lambda}_i \) labels the helicities) and taking matrix elements of eq.(2.12) with respect to helicity states, we arrive at a BS equation for helicity matrix elements

\[
\langle \lambda_1' \lambda_2' | T(q', q, s) | \lambda_1 \lambda_2 \rangle = \langle \lambda_1' \lambda_2' | V(q', q) | \lambda_1 \lambda_2 \rangle + \sum_{\lambda_1 \lambda_2} \int d^3 \tilde{q} \langle \lambda_1' \lambda_2' | V(q', \tilde{q}) | \tilde{\lambda}_1 \tilde{\lambda}_2 \rangle g(|\tilde{q}|, s) \langle \tilde{\lambda}_1 \tilde{\lambda}_2 | T(\tilde{q}', q, s) | \lambda_1 \lambda_2 \rangle
\]

(2.14)

In the next step the matrix elements are expanded in a partial wave basis, see app. B.2, so that we can project out independent BS equations for all values of \( J \)

\[
\langle \lambda_1' \lambda_2' | T^J(|q'|, |q|, s) | \lambda_1 \lambda_2 \rangle = \langle \lambda_1' \lambda_2' | V^J(|q'|, |q|) | \lambda_1 \lambda_2 \rangle + \sum_{\lambda_1 \lambda_2} \int d|\tilde{q}| \tilde{q}^2 \langle \lambda_1' \lambda_2' | V^J(|q'|, |\tilde{q}|) | \tilde{\lambda}_1 \tilde{\lambda}_2 \rangle g(|\tilde{q}|, s) \langle \tilde{\lambda}_1 \tilde{\lambda}_2 | T^J(|\tilde{q}'|, |q|, s) | \lambda_1 \lambda_2 \rangle
\]

(2.15)

For the following developments let us define \( q = |q| \). All helicity matrix elements of the Born diagrams arising from the vertices given in eq.(2.1)–(2.3) are evaluated for the scattering of non identical particles using 3D propagators in app. B.1.

Next we will apply the \( K \)-matrix formulation, eq.(1.57). This results in an equation which is in structure almost identical to eq.(2.15), only the integral is replaced by a principal value integral

\[
\langle \lambda_1' \lambda_2' | T^J(q', q, s) | \lambda_1 \lambda_2 \rangle = \langle \lambda_1' \lambda_2' | V^J(q', q) | \lambda_1 \lambda_2 \rangle + \sum_{\lambda_1 \lambda_2} P \int d\tilde{q} \tilde{q}^2 \langle \lambda_1' \lambda_2' | V^J(q', \tilde{q}) | \tilde{\lambda}_1 \tilde{\lambda}_2 \rangle g(\tilde{q}, s) \langle \tilde{\lambda}_1 \tilde{\lambda}_2 | T^J(q', q, s) | \lambda_1 \lambda_2 \rangle
\]

(2.16)

As we worked out in sec. 1.2.2, the helicity matrix elements are not independent. Choosing the parity eigenbasis constructed there, we find two independent \( 2 \times 2 \) systems of BS equations, which can then be written in the following matrix form

\[
(T^J(q', q, s))_{ij} = (V^J(q', q))_{ij} + \sum_l P \int d\tilde{q} \tilde{q}^2 (V^J(q', \tilde{q}))_{il} g(\tilde{q}, s) (T^J(\tilde{q}, q, s))_{lj}
\]

(2.17)

The components of the matrices are defined in terms of the parity basis, eq.(1.19), as

\[
(T^J)_{11} \equiv T_{11}^J, \quad T_{12}^J \\
(T^J)_{22} \equiv T_{22}^J, \quad T_{34}^J \\
(T^J)_{12} \equiv T_{35}^J, \quad T_{55}^J \\
(T^J)_{21} \equiv T_{45}^J, \quad T_{66}^J
\]
2.2. Calculation of effective interactions

The coupled equations (2.17) are solved numerically by converting the discretized integral equations into matrix equations and inverting them, as is described in app. F.1 in detail.

2.2.1. Regularization of the loop integrals

Being a low energy effective theory, the interaction is only under good control for the low momentum region. Going higher in momentum many other degrees of freedom enter which would make it necessary to also include them in the Lagrangian. The $T$-matrix should therefore only be considered as an appropriate interaction for momenta smaller than the threshold momentum for particle production. For this reason also the loop integrations in the BS equation needs to be regularized. The appropriate covariant method which is suitable for numerical calculations, also, is to use form factors. The most popular cutoff functions are either multipole or Gauss shaped form factors. Here we attach to each meson-baryon vertex the multipole form

$$F[(q-q')^2] = \left( \frac{\Lambda^2 - m^2}{\Lambda^2 - (q-q')_\mu^2 - \delta q_0^\mu} \right)^n$$

(2.18)

$\delta q_0^\mu$ fixes the possibly destroyed symmetric off-shellness due to different in and out channels, see sec. 2.2.2. $q$ and $q'$ are four-vectors and $m$ is the mass of the exchange meson corresponding to the vertex the cutoff is attached to. $\Lambda$ is the so-called cutoff mass, it sets the scale from which on the vertex will be suppressed. The momentum structure is constructed such that the cutoff equals one when the exchanged meson goes on-shell.

There is a different cutoff for each vertex. As a justification for that the different substructures of the mesons are often given. This is, however, not a relevant scale in effective baryon interactions. Restricting the potentials to their low momentum part, it should better be a universal cutoff for the whole model, separating soft and hard physics. In actual constructions of meson-exchange models it yet turns out, that the form factors need to be kept differently at each vertex to obtain an adequate description of scattering data. Since the multipole form-factors can be decomposed in a sum of Yukawa propagators for the original and heavier mesons with the mass $\Lambda$, it may also be interpreted as adding additional, heavy exchange particles. The cutoffs obtain a modified structure in the time-like component due to 3D reduction. Their actual functional form is derived in app. B.1.2.

2.2.2. Multi baryon coupled channel calculations

When scattering different particle species two additional subtleties enter the procedure of solving the BS equation:

- coupling between scattering amplitudes of different initial states and
- thresholds of heavier particle species in the coupled system.

The treatment of both will be discussed in this section.
Let us start with the discussion of coupling between different channels. To calculate, e.g., the scattering between nucleon and Λ, the following scattering equation has to be solved

\[
\langle \Lambda N | T | \Lambda N \rangle = \langle \Lambda N | V | \Lambda N \rangle g_{\Lambda N} \langle \Lambda N | T | \Lambda N \rangle + \int \langle \Lambda N | V | \Sigma N \rangle g_{\Sigma N} \langle \Sigma N | T | \Lambda N \rangle + \int \langle \Lambda N | V | N \Lambda \rangle g_{N \Lambda} \langle N \Lambda | T | \Lambda N \rangle + \int \langle \Lambda N | V | N \Sigma \rangle g_{N \Sigma} \langle N \Sigma | T | \Lambda N \rangle
\]  

(2.19)

Due to the exchange of mesons carrying explicitly isospin or strangeness other intermediate states are mixed in, so that \( T \)-matrices with those out channels also appear in the equation. Thus, one needs to also solve the BS equations for \( \langle \Sigma N | T | \Lambda N \rangle \), \( \langle N \Lambda | T | \Lambda N \rangle \) and \( \langle N \Sigma | T | \Lambda N \rangle \). The whole coupled system can be written in a compact matrix form. Defining the matrices of matrix elements as

\[
A \equiv \begin{pmatrix}
\langle \Lambda N | A | \Lambda N \rangle & \langle \Lambda N | A | \Sigma N \rangle & \langle \Lambda N | A | N \Lambda \rangle & \langle \Lambda N | A | N \Sigma \rangle \\
\langle \Sigma N | A | \Sigma N \rangle & \langle \Sigma N | A | \Sigma N \rangle & \langle \Sigma N | A | N \Lambda \rangle & \langle \Sigma N | A | N \Sigma \rangle \\
\langle N \Lambda | A | N \Lambda \rangle & \langle N \Lambda | A | N \Sigma \rangle & \langle N \Lambda | A | N \Lambda \rangle & \langle N \Lambda | A | N \Sigma \rangle \\
\langle N \Sigma | A | N \Sigma \rangle & \langle N \Sigma | A | N \Sigma \rangle & \langle N \Sigma | A | N \Lambda \rangle & \langle N \Sigma | A | N \Sigma \rangle 
\end{pmatrix}
\]  

(2.20)

and the propagator matrix

\[
G = \begin{pmatrix}
g_{\Lambda N} & 0 & 0 & 0 \\
0 & g_{\Sigma N} & 0 & 0 \\
0 & 0 & g_{N \Lambda} & 0 \\
0 & 0 & 0 & g_{N \Sigma}
\end{pmatrix},
\]  

(2.21)

the coupled set of BS equations can be formally expressed as

\[
T = V + \int V G T.
\]  

(2.22)

A closer inspection in fact shows, this is only half as complex as it seems. Because \( G \) is diagonal, only the elements of each column in \( T \) are coupled, i.e., there is one coupled set of equations for the first, one for the second, etc.

Having particles of different mass in incoming and outgoing channel, one has to take care of the correctness of the kernel matrix elements with respect to the 3D recipe used. In our case, the 3D propagators are defined such, that both particles are equally far off-shell, which implies, that both have to be on-shell for the same relative momentum \( q \) (see the discussion in sec. 1.3.1). Therefore a momentum transfer in the time-like component, which balances the time-like component of the particles’ four momenta again, is necessary in the kernel matrix elements, with \( M_1/M_2 \neq M'_1/M'_2 \). Using the definitions of \( x_{1,2} \) in
2.2. Calculation of effective interactions

The effective interactions are calculated using eq. (1.31), which assures a symmetric off-shellness in incoming and outgoing channel. We find that balancing energy transfer is obtained by

\[ q^0 = k_1^0 - k'_1^0 = (|x_2| - |x'_2|)\sqrt{s}. \]  (2.23)

This energy transfer may actually cause a pole in the meson propagator. However, especially for the free masses, there is no danger: processes involving pion exchange have \( q^0 < 44 \text{ MeV} \) and those involving kaon exchange have \( q^0 < 190 \text{ MeV} \). This is far below the masses of the respective exchange mesons (see tab. 2.1). Going into medium the situation may be different. Decreasing the nucleon mass for simulating a nuclear matter situation shows, that the processes coming closest to a pole in the exchange meson propagators are \( N\Xi \rightarrow \Lambda\Lambda, \Sigma\Sigma, \Sigma\Lambda \). There, however, the nucleon mass has to drop down to 1/3 until a pole appears. Nevertheless, these channels will be enhanced due to that effect and may play an important role then in double \( \Lambda \) hypernuclei, for example.

In these coupled channel systems which involve particles of different mass one has to keep an eye also on the meaning of the relative c.m. momentum \( q_s \). According to eq. (1.32), the c.m. momentum depends besides the total energy \( s_0 \) on the mass of the involved particles, so that for different incident and outgoing states \( q_s(M_1, M_2) \neq q_s(M'_1, M'_2) \). The formulation of the \( T \)-matrix in terms of relative three momenta is thus a bit unfavorable for a transparent interpretation. The on-shell matrix elements which have different masses in the in and out channels are not diagonal in momentum! In fact this is an immediate and measurable consequence from using a realistic mass spectrum for the baryonic isospin multiplets.

![Figure 2.2: The correlation integral of the BS equation for \( N\Lambda \) scattering with intermediate \( N\Sigma \) states. The \( x \)-axis is the c.m. momentum of the \( N\Sigma \) state.](image)

An interesting effect arises from opening thresholds of intermediate states of higher mass as compared the incoming ones. Let us consider an example now of the process...
2. Relativistic Meson-Exchange Models

The transition $12 \to 12$ involves an intermediate state $\tilde{1}\tilde{2}$, where $M_1 + M_2 < M_{\tilde{1}} + M_{\tilde{2}}$. As long as $s < (M_{\tilde{1}} + M_{\tilde{2}})^2$ the intermediate state is propagated sub-threshold. According to eq.(1.32) we find the – at first sight surprising – effect, that then $q_s(M_{\tilde{1}}, M_{\tilde{2}})^2 < 0$. The behavior of the correlation integral involving an intermediate state sub-threshold can be sketched in a very schematic model. Taking the meson exchange potential to be

$$V(q) = \frac{g^2}{q^2 + m^2},$$

(2.24)

and the 3D reduced propagator being defined as

$$g(q, q_s) = \frac{1}{q_{\tilde{s}}^2 - q^2},$$

(2.25)

(this is the actual pole structure of the propagator, as derived in app. F.1.1), we are able to calculate the (second order) correlation integral analytically

$$C(q_s) = \mathcal{P} \int_0^\infty dq \, q^2 V(q) g(q, q_s) V(q).$$

(2.26)

$C(q_s)$ mimics the behavior of a loop integration in the full BS equation. For the numerical evaluation we chose as in and out channel $\Lambda N$ and as intermediate channel $\Sigma N$, obtaining $C(q_s)$ as presented in fig. 2.2 (in arbitrary units). The clear bump, which reminds of a resonant structure, is the typical threshold behavior, appearing in scattering amplitudes, a so called cusp.
3. Microscopic In-Medium Interaction

In this chapter we will describe the Dirac-Brueckner-Hartree-Fock (DBHF) theory which we will use to calculate our effective in-medium interactions [Horowitz87, Ter Haar87, Brockmann90]. The approach is a straightforward extension to the finite density regime of the relativistic meson-exchange theory developed in chap. 2.

![Figure 3.1:](image)

Figure 3.1.: The Coester lines of BHF (open symbols; triangles are calculations using the Bonn potentials [Machleidt89], others are from misc. non-relativistic potentials [Muther00]) and DBHF (for Bonn potentials; triangles are from [Brockmann90], others are [Gross-Boelting99]) in comparison to the empirical saturation point. Both, relativistic and non-relativistic Brueckner calculations lead to Coester bands when using free space interactions. The relativistic calculations, however, seem to include more of the relevant physics, being much closer to or even inside the error bands of the empirical saturation point.

DBHF theory is a many-body framework for the calculation of effective two-body interactions at finite density based on the $T$-matrix formalism. The medium modifications of the interaction enter through changes in the two baryon propagator, which is dressed by mean-field single particle self-energies (sec. 3.1.3) and includes a Pauli
3. Microscopic In-Medium Interaction

projector for each of the two baryons (sec. 3.1.1). The coupled set of scattering equations, self-energy integral and Dyson equation has to be solved self-consistently. An illustration is given in fig. 3.3. The introduction of relativistic Brueckner theory by [Horowitz87, Ter Haar87] was a big step forward. The saturation points of all non-relativistic DBHF calculations using microscopic potentials fall on a so-called Coester line in the $E/A$ vs. $k_F$-plane [Coester70] which misses the empirical saturation point $k_F = 1.35 \pm 0.05$ fm$^{-1}$, $E/A = -16 \pm 1$ MeV. The relativistic DBHF calculations with realistic interactions reveal a new Coester band, which, however, meets the empirical saturation point [Brockmann90]. Both, relativistic and non-relativistic Coester bands are shown for a set of $NN$ interactions in fig. 3.1. The superior description of nuclear matter saturation properties by a relativistic description points, as do the very successful relativistic mean-field calculations of nuclear structure, to the fact, that relativistic dynamics might be an indispensable ingredient in nuclear modeling although relativistic kinematics by itself is obviously not a necessity.

Relativistic Brueckner theory is despite its successes not settled yet. As a consequence of confining the intermediate baryon states to positive energy the decomposed representation of the $G$-matrix into Lorentz invariants is not unique. This decomposition will be addressed in detail in sec. 3.1.2. In recent years quite some effort has been put in this topic, see, e.g., [Fuchs04, Gross-Boelting99, Sehn97]. In asymmetric matter the decomposition is even more crucial as discussed in [deJong98, Ulrich97]. We will encounter similar problems in sec. 3.1.2 when describing hypermatter.

Another problem of DBHF theory is the thermodynamical consistency or violation of the Hugenholtz-van Hove theorem [Hugenholtz58]. This states, in simple words, that when adding an additional particle to the filled Fermi sea with an average energy per particle $E/A$, the gained energy, which defines the Fermi energy $E_F$, has to coincide with $E/A$. This links a single particle property, the Fermi energy, to a bulk or thermodynamic property, the energy per particle and assures thereby a consistency of microscopic and macroscopic properties of the system. The Hugenholtz-van Hove theorem can be rigorously derived. At vanishing temperature $T = 0$ it leads to an equality between the thermodynamical pressure, given in terms of the energy density $\epsilon$ and baryon density $\rho$, and the field pressure, as derived from the energy momentum tensor $T_{\mu\nu}$:

$$\rho^2 \partial_\rho \left( \frac{\epsilon}{\rho} \right) = \frac{1}{3} \sum_{i=1}^{3} T^{ii}$$  \hspace{1cm} (3.1)

The violation of this consistency by DBHF theory is due to the truncation scheme of the self-energies in DBHF theory. A detailed study of this topic has been performed, e.g., by de Jong [deJong91].

3.1. In-medium scattering theory

The DBHF theory is a many-body framework in which an effective in-medium interaction, the in-medium $T$-matrix or $G$-matrix, is calculated starting from the interaction kernel of the free $T$-matrix. At finite density there are two additional effects entering the scattering problem:
1. self-energies and

2. the Pauli exclusion principle

The Pauli principle is included by a straightforward modification of the baryon Green’s functions. To the numerator a theta function is multiplied, setting the propagator to zero as long as the relative momentum of the intermediate state obeys $|k| \leq |k_F|$ in the n.m. frame. This procedure is described in detail in sec. 3.1.1.

Figure 3.2.: The infinite series of the one-body and two-body self-energies. In actual calculations these series have to be truncated since $N$-point functions of all orders are needed for the full self-energies.

The inclusion of the self-energies is a lot more subtle, since these couple $n$-point functions of arbitrary order. For the two-particle interaction which we are considering here, the Dyson equations for the one-particle Green’s function $g^{(1)}$ and for the two-particle Green’s function $g^{(2)}$ have to be solved

$$g^{(1)} = g_0^{(1)} + g_0^{(1)} \Sigma^{(1)} g^{(1)}$$
$$g^{(2)} = g_0^{(2)} + g_0^{(2)} \Sigma^{(2)} g^{(2)},$$

where $g_0^{(i)}$ denotes the free $i$-particle propagator. This may be solved algebraically. The one- and two-particle self-energies, however consist of infinite series involving all orders of $n$-point functions. In fig. 3.2 we depict the first elements of these series. It is clear, that these have to be truncated. In a pictorial view one may expect that $n$-body interactions with larger $n$ become only relevant at higher densities, since $n$ particles need to come into contact almost simultaneously, which is less likely at lower density where the average distance of the particles increases. The argument can also be made more quantitative by a little estimate: In fig. 3.2 one sees, that going from $n$- to $n+1$-body interactions one gets an additional loop, corresponding approximately to an additional factor of $Vg\rho$, i.e., potential, baryon-propagator and density. As a rough estimate we chose an additional factor of the bare two-body potential $V$ for the next order in $n$-body potential. Taking the $\sigma$-potential at zero momentum transfer, $V = (500 MeV)^{-2}$, the in-medium propagator eq.(3.68), $g = E^{-1} < (1000 MeV)^{-1}$ and $\rho = x fm^{-3}$, we get a suppression factor of
x (3 \times 10^{-2}) as compared to the previous order. When including such an additional order a 10% effect would only arise at \( x \approx 3 \), which is way above nuclear matter saturation density (\( x = 0.16 \)).

Considering the above arguments, a truncation scheme that includes only two-body interactions is a reasonable choice. Also the two-particle self-energies, eq.(3.3), will be neglected since these require at least three-body interactions. The evaluation of self-energies is discussed in detail in sec. 3.1.3. This leaves us with the dressed one-baryon Green’s function which can be found from eq.(3.2) to be

\[
\left( g^{(1)} \right)^{-1} = \left[ \left( g_0^{(1)} \right)^{-1} - \Sigma^{(1)} \right] \hat{P} \tag{3.4}
\]

where \( \hat{P} \) is the Pauli operator. The self-energy is evaluated from the antisymmetrized \( G \)-matrix \( T_A \)

\[
\Sigma = \int \text{Tr}(T_A g^{(1)}) \quad \tag{3.5}
\]

and finally \( T_A \) is obtained from the BS equation

\[
T_A = V_A + \int V_A g^{(1)} g^{(1)} T_A \tag{3.6}
\]

Eqs.(3.4), (3.5), and (3.6) define the coupled system of DBHF equations which have to be solved self-consistently. They are diagrammatically displayed in fig. 3.3

\[
G = \quad + \quad \hat{P} G
\]

\[
\Sigma = \quad 1-\hat{P} G \quad - \quad G \hat{P}
\]

\[
\Sigma = \quad + \quad \Sigma
\]

Figure 3.3.: The self-consistency scheme of Dirac-Brueckner-Hartree-Fock theory. \( \hat{P} \) is the Pauli projection operator.
3.1.1. The Pauli operator

The first detail of the DBHF scheme which we will discuss is the most important modification of the scattering equation of identical particles, the Pauli operator. Working at zero temperature, it has to take care that in the loop integrations only n.m. frame momenta larger than $k_F$ contribute. The two baryon Pauli projector can be represented by a simple product of two theta functions in the n.m. frame

$$Q(k_F^{(1)}, k_F^{(2)}, k_1, k_2) = \theta((k_F^{(1)})^2 - |k_1|^2)\theta((k_F^{(2)})^2 - |k_2|^2)$$  \hspace{1cm} (3.7)

The evaluation of the BS equation is, however, for reasons of convenience, done in the c.m. frame. The Pauli operator, eq.(3.7), thus needs to be boosted or reformulated, if possible, in a boost invariant way.

![Diagram of Fermi sphere deformed into an ellipsoid](image)

Figure 3.4.: The Fermi sphere, as seen in the c.m. frame, is deformed into an ellipsoid.

The argument of the Pauli theta functions $\theta(k_F - |k|)$ can be rewritten in a covariant way. $k_F$ is a Lorentz scalar defined through the norm of the baryon current $B_\mu$, which is the n.m. frame baryon density

$$\sqrt{B_\mu B^\mu} = \rho_B = \frac{1}{2\pi^2}k_F^3 \quad \text{(for each degree of freedom)}.$$  \hspace{1cm} (3.8)
One can then rewrite eq.(3.8)

\[
\theta(|k| - k_F) = \theta(k^2 - k^2_F) = \theta(k_0^2 - M^2 - k_F^2) = \theta \left( \frac{(k^*_\mu B^\mu)^2}{B^\mu B^\mu} - (k_F^2 + M^2) \right) = \theta \left( \frac{(k^*_\mu B^\mu)^2}{B^\mu B^\mu} - E_F^* \right)
\]

(3.9)

The third row is only a complicated rewriting of \(k_0^2\) in the n.m. rest frame, which is, however, leading to a covariant generalization of the Fermi sphere. The argument in eq. (3.9) can be further rewritten as:

\[
\frac{(k^*_\mu B^\mu)^2}{B^\mu B^\mu} - E_F^* = \left( \frac{k^*_\mu B^\mu}{\rho_B} - \frac{E_F^*}{\rho_B} \right) \left( \frac{k^*_\mu B^\mu}{\rho_B} + E_F^* \right)
\]

(3.10)

Since this expression is Lorentz invariant we may easily evaluate it in any reference frame. For the BS equation we need the Pauli operator in the c.m. frame, i.e., \(k_\mu = (E(q), q)\) and \(B_\mu = (B^0, j)\). Applying the relations of eq.(3.76) the \(\theta\) function becomes

\[
\theta \left( E^*(q) \frac{B^0}{\rho_B} - q \cdot \frac{j}{\rho_B} - E_F^* \right) = \theta(\gamma E^*(q) + \gamma \beta \cdot q - E_F^*)
\]

(3.11)

This can immediately be identified as the equation of an ellipsoid. Thus boosting the Fermi sphere out of the n.m. frame deforms it to an ellipsoid. This is shown for arbitrary \(\beta\) in fig. 3.4. The lengths of the axes can be determined analytically by setting \(q\) parallel or orthogonal to \(\beta\). The results are given in fig. 3.4.

The full covariant Pauli projection operator for a two fermion system is then given by

\[
Q(q, k^{(1)}_F, k^{(2)}_F, \beta) = \theta(\gamma E^{(1)*}(q) + \gamma \beta \cdot q - E^{(1)*}_F) \theta(\gamma E^{(2)*}(q) - \gamma \beta \cdot q - E^{(2)*}_F)
\]

(3.12)

Its effect is, that it allows for a given relative momentum \(q\) a distinct angular range between \(q\) and \(\beta\) in which both, \(q\) and \(-q\) are outside the Fermi ellipsoid. This is shown in fig. 3.5. For a single particle species, e.g. symmetric nuclear matter, the angle range is forward-backward symmetric as shown in panel a). In panel b) the situation of different particle species at unequal densities is displayed. Here the center of the angle range is tilted compared to the case of identical particles.

**The angle averaged Pauli projector**

When solving the scattering equation in partial wave decomposition, as we do, the additional angular dependence of the two baryon propagator which is introduced by the Pauli operator, will mix between partial waves and thereby destroy the advantages gained by the decomposition. For this reason an angle average is performed on the Pauli operator.
3.1. In-medium scattering theory

Figure 3.5.: Allowed angle range of the Pauli operator for a given relative momentum $|q|$. Figures a) and b) depict the situation for one particle species and different particle species with different densities, respectively. The solid and dashed pairs of back-to-back arrows mark the two extremes of the allowed angle range, in which both, $q$ and $-q$, are outside the Fermi sea.

It is possible to split the absolute values of the relative momentum in three regimes with respect to the angle between $\beta$ and $q$: 1) either $q$ or $-q$ is inside the ellipsoid for all angles and thus the projector $Q = 0$, 2) both, $q$ and $-q$ are outside for all angles and therefore $Q = 1$ and 3) depending on the angle $Q = 0$ or $Q = 1$ (this is the situation shown in fig. 3.5). The third case is the one which needs to be considered here in the averaging. The Pauli projector, eq.(3.12), can be formally rewritten as a function of $\theta$, which is the angle between $\beta$ and $q$. From fig. 3.5 we can read off that there are two angles, $\alpha_1(q)$ and $\alpha_2(q)$, which define the allowed angular region. Between these angles $Q = 1$ and outside the region $Q = 0$. Both angles depend on the relative momentum variable $q$. If $\vartheta > \alpha_2$, $-q$ exits the region inside the Fermi ellipsoid, if $\vartheta > \alpha_1$, $q$ enters the region. The cosines of $\alpha_{1,2}$ are obtained by setting the arguments of the $\theta$ functions in eq.(3.12) to zero:

$$\cos(\alpha_1) = \frac{1}{\gamma|\beta||q|} (E_1^*(k_{F,1}) - \gamma E_1^*(q))$$  \hspace{1cm} (3.13) \\
$$\cos(\alpha_2) = -\frac{1}{\gamma|\beta||q|} (E_2^*(k_{F,2}) - \gamma E_2^*(q))$$  \hspace{1cm} (3.14)

These relations are clearly only valid if the cosines are between -1 and 1. We rewrite eq.(3.12)

$$Q(q,k_F^{(1)},k_F^{(2)},\beta) = \theta(\alpha_1(q) - \vartheta) \theta(\vartheta - \alpha_2(q))$$ \hspace{1cm} (3.15)

The dependence of $\alpha_{1,2}$ on the other arguments of $Q$ has been suppressed. This form of
the Pauli operator can now be easily averaged over the spherical angles

\[
Q_{av}(|q|, k_F^{(1)}, k_F^{(2)}, |\beta|) = \frac{1}{4\pi} \int d\Omega \; \theta(\alpha_1(q) - \vartheta) \, \theta(\vartheta - \alpha_2(q))
\]

\[
= \frac{1}{2} \int_{\alpha_2}^{\alpha_1} \, d\vartheta \, \sin(\vartheta) \, \theta(\alpha_1(q) - \vartheta) \, \theta(\vartheta - \alpha_2(q))
\]

\[
\text{(where } \alpha_1 \text{ has to be larger than } \alpha_2 \text{)}
\]

\[
= \frac{1}{2} (\cos(\alpha_2) - \cos(\alpha_1)) \theta(\alpha_1 - \alpha_2)
\]

\[
= \frac{1}{\gamma||\beta|||q|} \{\gamma \sqrt{s_q} - \sqrt{s_F^*}\} \theta \left( \sqrt{s_q} - \sqrt{s_F^*} \right)
\]

with

\[
\sqrt{s_q} \equiv E_1^*(q) + E_2^*(q), \quad \sqrt{s_F^*} \equiv E_1^{*}(k_{F,1}) + E_2^{*}(k_{F,2})
\]

Since \( \alpha_1 > \alpha_2 \iff \cos(\alpha_2) > \cos(\alpha_1), \theta(\alpha_1 - \alpha_2) \) makes sure that \( Q_{av} \) is always larger than zero. In addition one has to obey that eq.\( (3.13) \) and eq.\( (3.14) \) are only defined between -1 and 1, keeping \( Q_{av} \leq 1 \). We therefore finally obtain

\[
Q_{av}(|q|, k_F^{(1)}, k_F^{(2)}, |\beta|) = \begin{cases} 
0 & \text{for } \gamma \sqrt{s_q} \leq \sqrt{s_F^*} \\
1 & \text{for } \gamma \sqrt{s_q} \geq \gamma ||\beta|||q| + \sqrt{s_F^*} \\
\frac{1}{\gamma||\beta|||q|} \{\gamma \sqrt{s_q} - \sqrt{s_F^*}\} & \text{else}
\end{cases}
\]

In fig. 3.6 we display the behavior of the angle averaged Pauli operator when the parameters it depends on are varied. Panel a) shows the density dependence of \( Q_{av} \) for a fixed \( \beta = 0.1 \) and two identical particles of mass \( M = 939 \text{ MeV} \) and therefore also identical \( k_F \). The washed-out step function moves to higher momenta as the Fermi momentum increases. The center of the step is located at \( q \approx k_F \). In panel b) the angle averaged Pauli operator for identical particles \( (M = 939 \text{ MeV}, k_F = 300 \text{ MeV}) \) is displayed for different \( \beta \). For \( \beta = 0 \), i.e., in the n.m. frame we obtain the expected step which gets washed out more at higher values of \( \beta \). If \( \beta \) gets so large that \( |P_{cm}| > k_F \) a curious effect appears: Instead of a suppression at low \( q \) a dip at higher relative momenta appears. In this case the c.m. motion is so fast, that for low relative momenta the particles still move above the Fermi-sea and only at higher relative momenta the effect of the Fermi-sea appears. This is, however out of focus in our calculations since only particle momenta up to the Fermi-momentum will have to be considered for the calculation of self-energies and effective interactions for a particle inside the Fermi-sphere. In panel c) the effect of variations of \( M_2 \) is studied at fixed \( \beta = 0.2 \) and \( k_{F,1} = k_{F,2} = 300 \text{ MeV} \). Variations of \( M_2 \) are obviously of minor importance, leading to a further dissolution of the step for higher masses. A fully asymmetric system in which as well \( M_2 \) as \( k_{F,2} \) are varied is shown in panel d). Starting with \( k_{F,2} = 0 \text{ MeV} \) the very smooth step gets cut off at the lower end as \( k_{F,2} \) is raised. The cutting point rises with \( k_{F,2} \) until at \( k_{F,1} = k_{F,2} \) the step gets a continuous slope. For \( k_{F,2} \) growing further the scenario continues with inverted roles.

To illustrate the structure of the angle averaged Pauli projector in a broader context, in fig. 3.7 we show surface plots of \( Q \) as function of \( (q, k_F) \) and \( (q, \beta) \). In addition to the
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Figure 3.6.: Behavior of the angle averaged Pauli operator with respect to the different variables it depends on.
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Figure 3.7.: The surface plots show the $q$ dependence of the angle averaged Pauli operator $Q$, in panel a) for $\beta = 0.1$ fixed and varying $k_F$, in panel b) for $k_F = 200 \text{ fm}$ and varying $\beta$. The effect of a boost larger than the velocity corresponding to $k_F$ can nicely be seen as a dip in $q$ direction. As described in the text, this happens, if the c.m. movement of the particle pair is sufficiently high, that for low relative momenta the particle momenta are still above the Fermi-sphere.
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behavior already shown in fig. 3.6 a) and b), the effect of a boost outside the Fermi-sphere can be nicely seen as dips in the surface.

3.1.2. The relativistic structure of the $T$-matrix

Prior to describing the evaluation of self-energies we will analyze the Lorentz structure of the $T$-matrix, which is essential to calculate the self-energies. The relativistic scattering matrix is in spinor space a direct product of two $4 \times 4$ matrices, so it can be expanded in terms of direct products from elements of the Clifford basis

$$\{\mathcal{C}_i\} = \{1, \gamma_5, \{\gamma_\mu\}, \{\gamma_5\gamma_\mu\}, \{\sigma_{\mu\nu}\}\} \quad (3.19)$$

as

$$T = \sum_{i,j} c_{ij} \mathcal{C}_i \mathcal{C}_j. \quad (3.20)$$

As discussed in [Tjon85] there are only eight independent Lorentz covariants, i.e., the products $\mathcal{C}_i \mathcal{C}_j$. Defining

$$S = 1^{(1)} \otimes 1^{(2)}, \quad V = \gamma_\mu^{(1)} \otimes \gamma^{(2)}_\mu, \quad T = \sigma^{(1)}_{\mu\nu} \otimes \sigma^{(2)}_{\mu\nu},$$

$$P = \gamma_5^{(1)} \otimes \gamma_5^{(2)}, \quad A = \gamma_5\gamma_{\mu}^{(1)} \otimes \gamma_5\gamma_{\mu}^{(2)} \quad (3.21)$$

and the normalized 4-momenta

$$Q^{(i)}_\mu = \frac{1}{M_i + M_i'} (p_i + p_i')^\mu, \quad (3.22)$$

where $p_i^{(i)}$ are the particle momenta, nine covariants are obtained, from which only eight are linearly independent

$$\{\mathcal{K}_n\} = \{S, V, T, P, A, \gamma^{(2)}_\mu Q^{(1)}_\mu, \gamma^{(1)}_\mu Q^{(2)}_\mu, P\gamma^{(2)}_\mu Q^{(1)}_\mu, P\gamma^{(1)}_\mu Q^{(2)}_\mu\} \quad (3.23)$$

The $T$-matrix expanded in this basis reads

$$T = \sum_{i=1}^9 F_i \mathcal{K}_i. \quad (3.24)$$

It can now be shown that the linear dependence of the nine covariants leads to $F_6 = -F_7$ for the $T$-matrix involving incoming and outgoing states of positive energy only [Tjon85].

In the scattering off identical particles, as in NN scattering, the $T$-matrix has to be antisymmetric under exchange of particles in the in or out channel. There is an equivalent basis of covariants which incorporates this in a transparent way. When the operator $\hat{X}$ exchanges particle 1 and 2, the covariants with two exchanged particles are denoted by

$$\tilde{\mathcal{C}}_{\alpha\beta\gamma\delta} \equiv \alpha^{(1)}_{\alpha\beta} \beta^{(2)}_{\gamma\delta} = \hat{X}(1) \beta^{(2)}_{\gamma\delta}. \quad (3.25)$$
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The greek letters are spinor space indices. The equivalent antisymmetrized basis is given by

\[ \{ \kappa_n \} = \{ S - \tilde{S}, T + \tilde{T}, -(A - \tilde{A}), V + \tilde{V}, P - \tilde{P}, \]  
\[ \gamma^{(2)}_{\mu} Q^{(1)}_{\mu} - \gamma^{(1)}_{\mu} Q^{(2)}_{\mu}, \gamma^{(2)}_{\mu} Q^{(1)}_{\mu} + \gamma^{(1)}_{\mu} Q^{(2)}_{\mu}, \]  
\[ P \gamma^{(2)}_{\mu} Q^{(1)}_{\mu} - P \gamma^{(1)}_{\mu} Q^{(2)}_{\mu}, P \gamma^{(2)}_{\mu} Q^{(1)}_{\mu} + P \gamma^{(1)}_{\mu} Q^{(2)}_{\mu} \} \]

and the T-matrix is thus the sum

\[ T = \sum_{i=1}^{9} f_i \kappa_i. \]  

(3.27)

Because of the linear dependence of the nine covariants we are allowed to choose \( f_7 = 0 \). By the Fierz transformation direct and exchange covariants can be algebraically related [Sehn97] through

\[
\begin{pmatrix}
\tilde{S} \\
\tilde{V} \\
\tilde{T} \\
\tilde{A} \\
\tilde{P}
\end{pmatrix} = \frac{1}{4} \begin{pmatrix} 1 & 1 & \frac{1}{2} & -1 & 1 \\ 4 & -2 & 0 & -2 & -4 \\ 12 & 0 & -2 & 0 & 12 \\ -4 & -2 & 0 & -2 & 4 \\ 1 & -1 & \frac{1}{2} & 1 & 1
\end{pmatrix} \begin{pmatrix}
S \\
V \\
T \\
A \\
P
\end{pmatrix}
\]  

(3.28)

This results in the following relation of the amplitudes \( F_i \) and \( f_i \) as given in [Sehn97]:

\[
\begin{pmatrix}
f_1 \\
f_2 \\
f_3 \\
f_4 \\
f_5
\end{pmatrix} = \frac{1}{4} \begin{pmatrix}
2 & -4 & 12 & 0 & 0 \\
1 & 0 & 4 & 0 & 1 \\
0 & -2 & 0 & -2 & 0 \\
1 & 2 & 0 & -2 & -1 \\
0 & 4 & -12 & 0 & 2
\end{pmatrix} \begin{pmatrix}
F_1 \\
F_2 \\
F_3 \\
F_4 \\
F_5
\end{pmatrix}
\]

(3.29)

For the calculation of self-energies the helicity state amplitudes which are obtained in the BS equation have to be mapped onto the Lorentz covariants. Having, at least in principle, eight helicity state amplitudes (four of each parity) and eight linearly independent covariants, a mapping is performed by a simple linear transformation

\[ \langle T \rangle_h = \sum_{i=1}^{8} F_i \langle C_i \rangle_h, \]  

(3.30)

The \( C_i \) are a set of covariants and \( h \) denotes the helicity matrix element. Taking helicity matrix elements of eq.(3.24), e.g., and applying the constraint to eliminate the linear dependency of the nine covariants, is an example.

In practice, however, one finds several difficulties arising from this procedure. One may already expect problems from the fact, that for identical particles-on-shell there are five independent helicity amplitudes and five independent matrix elements of covariants, whereas off-shell there are seven independent matrix elements of the covariants, but only six of the T-matrix, see app. C.1.2. The origin and effect on DBHF calculations of these ambiguities will be discussed at the end of the following section. The numerical procedure of inverting eq.(3.30) is described in detail in app. C.1.
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3.1.3. Self-energies

Figure 3.8.: The direct part of the self-energy. Due to conservation of four-momentum $k_1 = k'_1$ and $k_2 = k'_2$, thus $k_1 - k_2 = k'_1 - k'_2$. This leads to a scattering angle $\vartheta_c = 0$.

To obtain the direct part of the self-energy – let us consider here the self-energy of particle 2 – particle 1 in the $G$-matrix is integrated out as shown in fig. 3.8. Obviously this only makes sense, if $1 = 1'$ and $2 = 2'$ as far as the particle species are concerned. The loop integration fixes the kinematics such that $k_1 = k'_1$ and thus also $k_2 = k'_2$. As we therefore have $k_1 - k_2 = k'_1 - k'_2$, which translates by a Lorentz boost to the c.m. frame also into an equivalence of the relative momenta there, the scattering angle $\vartheta_c = 0$. This implies, that we only need fully on-shell elements of the $G$-matrix. Being only interested in its real part (the self-energy is defined with an $i$), we need the imaginary part of the in-medium propagator, eq.(3.67):

$$\Im(G^0(k)_{\alpha\beta}) = \frac{1}{i} G^0_B(k)_{\alpha\beta} = \frac{\pi}{E} (\gamma^\mu k^\mu + M)_{\alpha\beta} \frac{\delta(k_0 - E(k))\theta(k_F - |k|)}{f(k)} \quad (3.31)$$

The delta function in the medium propagator sets the baryon loop on-shell. For mean-field theory, as DBHF theory is, only the on-shell self-energies are needed, i.e., also the four-momentum of particle 2 has to obey the mass-shell relation. Therefore only the physical, full on-shell $G$-matrix at $\vartheta_c = 0$ is needed in evaluating the direct self-energy.

In a medium containing several baryon species all there contributions are summed up. Mean-field self-energies may reasonably only be calculated from $G$-matrices with $B_1B_2 = B'_1B'_2$, denoted in the following by $T^{B_1B_2}$. To clarify the spinor-space structure of the self-energy we will furthermore explicitly denote these indices by greek letters. A sum over identical indices is implied here. Since the $G$-matrix is a direct product of two spinor-space matrices, corresponding to baryon 1 and 2, the respective indices are grouped in parentheses as $T^{(1)(2)}$. The the full structure of the self-energy is given by

$$\Sigma_{B_2}(k_2) = -i \sum_{B_1} \int \frac{d^4k_1}{(2\pi)^4} G^0_{B_1\alpha} T^{B_1B_2} (\sqrt{s(k_1, k_2)}, \vartheta_c = 0). \quad (3.32)$$

The real part of the direct self-energy is obtained by inserting eq.(3.31):

$$\Sigma_{B_2} = \sum_{B_1} \int \frac{d^4k_1}{(2\pi)^4} \frac{\pi}{E(k_1)} f_{B_1}(k_1) \text{Tr} \left[ \left( \gamma^\mu k_1^\mu + M_1 \right) T^{B_1B_2}(\sqrt{s(k_1, k_2)}) \right]. \quad (3.33)$$
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Tr denotes a trace over the spinor indices corresponding to baryon 1. This structure can be read off eq.(3.32).

Using the representation for the T-matrix given in eq.(3.24) and applying the trace rules, which can be found in sec. A.2.1, one finds that only the scalar and the vector parts of the T-matrix survive,

\[ \text{Tr}[(\gamma_m u^k + M)1] = 4M \]  \hspace{1cm} (3.34)

\[ \text{Tr}[(\gamma_m u^k + M)\gamma_\mu] = 4k_\mu, \]  \hspace{1cm} (3.35)

all other traces are 0. Inserting this into the expression for the direct self-energy, we finally obtain

\[ \Sigma_{B_2}(k) = \sum_{B_1} \int \frac{d^3k_1}{(2\pi)^3} \frac{2}{E(k_1)} f_{B_1}(k_1) \left[ M_{B_1} F_{S}^{B_1 B_2}(\sqrt{s}(k_1, k), \vartheta_c = 0) \right. \]

\[ + \left. k_1 \mu \gamma^{(2)\mu} F_{V}^{B_1 B_2}(\sqrt{s}(k_1, k), \vartheta_c = 0) \right]. \]  \hspace{1cm} (3.36)

Thus the form of the self-energy in the rest frame of homogeneous and isotropic baryonic matter is given by

\[ \Sigma = \Sigma^* - \gamma_\mu \Sigma^\mu = \Sigma^* - \gamma_0 \Sigma^0 + \gamma k \Sigma^v \]  \hspace{1cm} (3.37)

By applying again the trace rules, eq.(A.19)–(A.26), we are able to project out the scalar functions \( \Sigma^s \), \( \Sigma^0 \) and \( \Sigma^v \) from the matrix-valued self-energy expression, eq.(3.36):

\[ \Sigma^s_B(k) = \frac{1}{4} \text{Tr}_2 [\Sigma_B(k)] \]

\[ = \sum_{B_1} \int \frac{d^3k_1}{(2\pi)^3} 2f_{B_1}(k_1) \frac{M_{B_1}}{E_1(k_1)} F_{S}^{B_1 B_2}(\sqrt{s}(k_1, k), \vartheta_c = 0) \]  \hspace{1cm} (3.38)

\[ \Sigma^0_B(k) = \frac{1}{4} \text{Tr}_2 [\gamma^0 \Sigma_B(k)] \]

\[ = \sum_{B_1} \int \frac{d^3k_1}{(2\pi)^3} 2f_{B_1}(k_1) F_{V}^{B_1 B_2}(\sqrt{s}(k_1, k), \vartheta_c = 0) \]  \hspace{1cm} (3.39)

\[ \Sigma^v_B(k) = \frac{1}{4k^2} \text{Tr}_2 [\gamma^{(2)} \cdot k \Sigma_B(k)] \]

\[ = \sum_{B_1} \int \frac{d^3k_1}{(2\pi)^3} 2f_{B_1}(k_1) \frac{k_1 \cdot k}{E_1(k_1)} F_{V}^{B_1 B_2}(\sqrt{s}(k_1, k), \vartheta_c = 0) \]  \hspace{1cm} (3.40)

It can be nicely seen, that for the Hartree terms of QHD (see sec. 3.3, which are \( \Gamma_s = g_s^2/m_s^2 \) and \( \Gamma_v = g_v^2/m_v^2 \), the self energies of the Walecka model, eq.(3.85) and eq.(3.86) with scalar and vector density given by eq.(3.93) and eq.(3.94), are retained.

If we are interested in scattering of identical particles in an isospin-symmetric medium and evaluate the physical, i.e., the antisymmetrized T-matrix, see sec. 1.2.3, the direct self-energy is all we need. The exchange part is implicitly contained in the amplitudes. Considering, however, the interaction of non-identical particles, or evaluating unphysical,
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not antisymmetrized amplitudes, as done, e.g. in [Horowitz87], the exchange self-energy has to be calculated explicitly. For the self-energies of non-identical particles, where off-diagonal matrix elements in flavor space, like, e.g., \( \langle N\Lambda | T | \Lambda N \rangle \), may contribute to the self-energy, these have the same kinematical structure as the exchange matrix elements of identical particles.

\[
\Sigma_{B_2}(k_2) = \frac{-i}{\langle B_1 \rangle} \int \frac{d^4k_1}{(2\pi)^4} G_{\delta\alpha}^{B_1} T_{(\alpha\beta)(\gamma\delta)}^{B_1B_2} (\sqrt{s}(k_1, k_2), \vartheta_c = \pi).
\]  

(3.41)

Compared to the direct self-energy there are only two formal changes: the scattering angle is \( \pi \) and the indices of particle 1 and 2 are interchange. The natural expansion of that exchange \( G \)-matrix is now in terms of the exchange covariants, \( \tilde{S}, \tilde{V}, ... \) in analogy to eq.(3.24)

\[
T = \sum_{i=1}^{9} F_i \tilde{K}_i.
\]  

(3.42)

By a Fierz transformation the exchange and direct covariants are connected

\[
K^i_{(\alpha\beta)(\gamma\delta)} = \sum_{j=1}^{5} F_{ij} K^j_{(\alpha\delta)(\gamma\beta)},
\]  

(3.43)

where \( F \) is the Fierz matrix as given in eq.(3.28). These relations allow to combine the direct and the exchange part into a unified expression corresponding to the fully antisymmetrized interaction. Expressing the exchange parts in terms of direct parts has the advantage, that the trace formulas may be used to simplify the integrand as for the direct self-energy. Again, only scalar and vector parts in the expansion in terms of the direct covariants survive. This produces the following non-vanishing exchange

Figure 3.9.: The exchange part of the self-energy. Due to conservation of four-momentum \( k_1 - k_2 = -(k'_1 - k'_2) \). This leads to a scattering angle \( \vartheta_c = \pi \).

The kinematics of exchange self-energies is depicted in fig. 3.9. The relations between the four momenta are here \( k'_2 = k_1 \) and \( k_2 = k'_1 \). This yields, that the relative four momenta differ only by a relative minus sign, \( k_1 - k'_1 = -(k_2 - k'_2) \). As for the direct part, this also translates directly to the relative momenta in the c.m. frame, leading to a scattering angle \( \vartheta_c = \pi \). Since the propagator is now contracted with particles \( 1' \) and \( 2 \) (in contrast to \( 1' \) and \( 1 \) for the direct self-energy). The exchange self-energy is thus of the form

\[
\Sigma_{B_2}(k_2) = \frac{-i}{\langle B_1 \rangle} \int \frac{d^4k_1}{(2\pi)^4} G_{\delta\alpha}^{B_1} T_{(\alpha\beta)(\gamma\delta)}^{B_1B_2} (\sqrt{s}(k_1, k_2), \vartheta_c = \pi).
\]  

(3.41)

Compared to the direct self-energy there are only two formal changes: the scattering angle is \( \pi \) and the indices of particle 1 and 2 are interchange. The natural expansion of that exchange \( G \)-matrix is now in terms of the exchange covariants, \( \tilde{S}, \tilde{V}, ... \) in analogy to eq.(3.24)

\[
T = \sum_{i=1}^{9} F_i \tilde{K}_i.
\]  

(3.42)

By a Fierz transformation the exchange and direct covariants are connected

\[
K^i_{(\alpha\beta)(\gamma\delta)} = \sum_{j=1}^{5} F_{ij} K^j_{(\alpha\delta)(\gamma\beta)},
\]  

(3.43)

where \( F \) is the Fierz matrix as given in eq.(3.28). These relations allow to combine the direct and the exchange part into a unified expression corresponding to the fully antisymmetrized interaction. Expressing the exchange parts in terms of direct parts has the advantage, that the trace formulas may be used to simplify the integrand as for the direct self-energy. Again, only scalar and vector parts in the expansion in terms of the direct covariants survive. This produces the following non-vanishing exchange
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\[ \Sigma_B^{X_s}(k) = \sum_{B_1} \int \frac{d^3k_1}{(2\pi)^3} \frac{2f_{B_1}(k_1)M_{B_1}}{E(k_1)} \left[ F_S^{B_1B_2}(\pi) + 4F_V^{B_1B_2}(\pi) + 12F_T^{B_1B_2}(\pi) - 4F_A^{B_1B_2}(\pi) + F_P^{B_1B_2}(\pi) \right] \]  \hspace{1cm} (3.44)

\[ \Sigma_B^{X_0}(k) = \frac{1}{4} \text{Tr}_2 \left[ \gamma^0 \Sigma_B(k) \right] \]

\[ = \sum_{B_1} \int \frac{d^3k_1}{(2\pi)^3} \frac{2f_{B_1}(k_1)}{E(k_1)} \left[ F_S^{B_1B_2}(\pi) - 2F_V^{B_1B_2}(\pi) \right. \]

\[ - \left. 2F_A^{B_1B_2}(\pi) - F_P^{B_1B_2}(\pi) \right] \]  \hspace{1cm} (3.45)

\[ \Sigma_B^{X_v}(k) = \frac{1}{4k^2} \text{Tr}_2 \left[ \gamma^{(2)} \cdot k \Sigma_B(k) \right] \]

\[ = \frac{1}{k^2} \sum_{B_1} \int \frac{d^3k_1}{(2\pi)^3} \frac{2f_{B_1}(k_1) k \cdot k_1}{E(k_1)} \left[ F_S^{B_1B_2}(\pi) - 2F_V^{B_1B_2}(\pi) \right. \]

\[ \left. - 2F_A^{B_1B_2}(\pi) - F_P^{B_1B_2}(\pi) \right] \]  \hspace{1cm} (3.46)

For evaluating the off-diagonal parts of self-energies in scattering of non-identical particles the formulas need to be slightly modified. The invariant amplitudes \( F \) have now to be taken from the decomposition of the off-diagonal matrix elements and are not those of the direct \( G \)-matrix as for scattering of identical particles in a not antisymmetrized basis.

**Ambiguities in the calculation of self-energies**

It seems obvious at first sight: Evaluating the antisymmetrized \( T \)-matrix and mapping the five independent on-shell helicity amplitudes onto the five independent covariants leads to the DBHF self-energy without any ambiguities. Using the \( \sigma-\omega \) model, as, e.g. [Horowitz87], the obtained results show no suspicious features. Using, however, a full meson exchange potential, like, e.g., those of the Bonn-model, the momentum dependence of the self-energies becomes tremendous. This leads to problems for particles deeply inside the Fermi sea, since their effective mass goes close to 0, putting the assumed mean-field dynamics in jeopardy.

The source of this strong momentum dependence was traced back to originate from the pion in several publications by C. Fuchs et al. [Sehn97, Fuchs98, Gross-Boelting99, Fuchs04]. To understand the mechanism the antisymmetrized \( T \)-matrix has to be split up into its direct and exchange part. The self-energy is then given by [Gross-Boelting99]

\[ \Sigma_{\alpha\beta}(k) = \frac{1}{4} \sum_{B_1} \int \frac{d^3k_1}{(2\pi)^3} \frac{f(k_1)}{E(k_1)} \left[ (\gamma_\mu k_1^\mu)_{\alpha\beta} \left( 4F_V^D - F_S^X + 2F_V^X + 2F_A^X + F_P^X \right) \right. \]

\[ \left. + M1_{\alpha\beta} \left( 4F_S^D - F_S^X - 4F_V^X - 12F_T^X + 4F_A^X - 4F_P^X \right) \right] \]  \hspace{1cm} (3.47)

\( F_i \) are amplitudes obtained from a not antisymmetrized \( T \)-matrix. The direct parts are taken at \( \vartheta_c = 0 \), the exchange parts at \( \vartheta_c = \pi \).
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Exploring the one meson exchange Born graphs now in more detail, one finds, that, although the invariants constitute a formally complete basis, no pseudovector structure

\[ PV = \frac{(k_1 - k'_1)\mu_1\gamma^{(1)\mu}}{M_1 + M'_1} \gamma_5^{(1)} \otimes \frac{(k_2 - k'_2)\mu_2\gamma^{(2)\mu}}{M_2 + M'_2} \gamma_5^{(2)} \]  

(3.48)
is found. \( k_i^{(l)} \) denote the particle momenta. Since everything is evaluated for the on-shell \( T \)-matrix, this, however, does not seem to cause problems. For momenta \( k_i \) that fulfill the mass-shell relation

\[ u_1(q') \gamma_5 u_1(q) = u_2(q') \gamma_5 u_2(q) \]  

(3.49)

(for details an how to evaluate matrix elements of such invariants please see sec. C.1.2. So obviously this is equivalent then to the pseudoscalar invariant \( P \). The pseudovector Lorentz structures are also not forgotten in the covariants, they are hidden in \( K_6 \) to \( K_7 \), which do not contribute on-shell.

To make the set of invariants look more like the meson vertices actually included, which is nice for reasons of interpretation of the model, one may just exchange \( P \) for \( PV \). It is just a different basis of covariants then, which is used. What seems to be only cosmetics leads to severe changes and ambiguities in the calculation of self-energies. When applying this change for the evaluation of self-energies from the antisymmetrized \( T \)-matrix, nothing changes. \( P \) and \( PV \) are identical on-shell and do not belong to the mean-field generating covariants, anyway. For the direct part of the explicitly antisymmetrized self-energy, eq.(3.47), this holds as well. The difference appears in the exchange part, since [Fuchs98]

\[ \text{Tr}_1 \left[ (\gamma^{(1)}_\mu k_1^\mu + M_1) \tilde{P} \right] = - (\gamma^{(2)}_\mu k_1^\mu - M_1), \]  

(3.50)

\[ \text{Tr}_1 \left[ (\gamma^{(1)}_\mu k_1^\mu + M_1) \tilde{P} \tilde{V} \right] = - (\gamma^{(2)}_\mu k_2^\mu - M_1) \left( \frac{k_1^\mu k_2^\mu}{(M_1 + M'_1)(M_2 + M'_2)} - \frac{1}{2} \right). \]  

(3.51)

It was found, that, using the pseudovector covariant instead of the pseudoscalar, one largely removes the problems with a strong momentum dependence. The most recent works on that problem suggest to treat the one pion exchange separately and subtract it from the remaining \( T \)-matrix [Gross-Boelting99]. This results in rather stable results which depend only very weakly on the choice of \( P \) or \( PV \) for decomposing the remaining \( T \)-matrix in addition to also removing the strong momentum dependence of the self-energies.

It is well known from pion phenomenology, that there is a subtle difference in coupling the pion as pseudoscalar and pseudovector. Looking at the pion as the Goldstone boson of the spontaneously broken \( SU(2)_f \otimes SU(2)^R_f \), which is modeled, e.g., in the linear and nonlinear \( \sigma \) models, its coupling has to vanish for vanishing pion momentum. This is exactly fulfilled by the pseudovector coupling. Also the comparison to \( \pi N \) scattering data tells us, that this vertex is realized in nature. One can show, that coupling the pion by a derivative to the nucleon reduces the contributions of antinucleons to the scattering processes. As we are working in the no sea approximation in DBHF theory, i.e., the antinucleons are neglected, a mechanism, which suppresses their admixture is highly
welcome. So using the pseudovector instead of the pseudoscalar invariant is a way to improve the “unitarity” – meant in the sense, that it minimizes a leaking in of degrees of freedom due to the relativistic formalism, which is not explicitly treated. Also the mismatch in the number of covariants and independent helicity matrix elements can be attributed to the fact, that, within a relativistic framework, the BS equation which is restricted to positive energy states is not a closed system [Tjon85].

The ambiguity may, however, also be an artefact of the inversion method used to decompose the $T$-matrix. A different suggestion to resolve this problem is to use the half off-shell information of the $T$-matrix. The equation to be inverted instead of eq.(3.30) is in that case

\[ [(T(q, q_s))]_q = \sum_{\alpha} [\Gamma_{\alpha}(q_s)]_\alpha [(C_{\alpha}(q, q_s))]_{aq}, \]  

where the subscripts denote the matrix indices of the linear problem. One has to take as many off-shell momenta as there are independent covariants $C_\alpha$. This procedure is in the spirit of the coupling renormalization procedure described in sec. 6 and [Lenske04]. In this procedure the assumption enters, that the $\Gamma_{\alpha}$ are independent of $q$. Otherwise the final result would depend on the chosen off-shell momentum grid. This will have to be checked in actual calculations. A similar decomposition was applied in [Lenske04], where the full $T$-matrix has been mapped onto one boson exchange Born graphs. The obtained $\Gamma_{\alpha}$ are physically reasonable, hinting at the reliability of that method.

### 3.2. Relativistic mean-field kinematics

The kinematics of DBHF is that of the relativistic mean-field (RMF) theory, see sec. 3.3. A very detailed description of RMF theory is given in [Serot86]. The self-energies calculated from the $G$-matrix equation enter in the following procedure only as expectation values. That means that the in-medium two particle scattering happens with respect to a static, homogeneous and isotropic background potential and leads to a simple Dirac equation for non-interacting particles, i.e., the potential expressions are no longer operator valued, in the sense, that they are $c$-numbers with respect to field operators. The Lorentz-structure is preserved.

\[ [\gamma_{\mu}k^\mu - M + \Sigma]\psi(k) = 0 \]  

$\Sigma$ is the self-energy, the relativistic potential. In a homogeneous and isotropic baryonic medium the self-energy has a particularly simple form [Serot86] and can be decomposed in its Lorentz structure

\[ \Sigma = \Sigma_s - \gamma_{\mu}\Sigma^\mu, \]  

where $\Sigma_s$ and $\Sigma^\mu$ are the scalar and vector self-energies, respectively. The space-like part of the vector self-energy has under these conditions the form

\[ \Sigma = k\Sigma_v, \]  

Plugging eqs.(3.54) and (3.55) into eq.(3.53) yields

\[ [\gamma_0(k^0 - \Sigma_v^0) - \gamma k(1 - \Sigma_v) - (M - \Sigma_s)]\psi(k) = 0. \]  
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Dividing this by \((1 − \Sigma_v)\) and defining

\[
E^*(k) = \frac{(k^0 - \Sigma^0)}{(1 − \Sigma_v)}, \quad M^*(k) = \frac{(m - \Sigma_s)}{(1 − \Sigma_v)}
\]  

(3.57)

leads to a Dirac equation that is formally identical to the free one

\[
[\gamma_0 E^* (k) - \gamma k - M^*] \psi(k) = 0.
\]  

(3.58)

Also the on-shell relation retains the same structure:

\[
E^*(k)^2 = k^2 + M^*^2
\]  

(3.59)

The in-medium spinors can thus be obtained from the free ones, eq. (B.1) by just replacing mass and energy by the respective effective quantities:

\[
u(q, \lambda) = \sqrt{E^* + M^*} \left\{ \begin{array}{c} 1 \\ \frac{1}{2\beta(q)} \end{array} \right\} |\lambda\rangle
\]  

(3.60)

To calculate the self-energies later on the relativistic baryon propagator at finite density is needed. The propagator is obtained in a straightforward but a bit lengthy calculation (for details see [Serot86]) from the expectation value of the field operators’ time ordered product

\[iG^0_{\alpha\beta}(x' - x) = \langle \Psi_0 | T[\psi_\alpha(x')\bar{\psi}_\beta(x)] | \Psi_0 \rangle \]  

(3.61)

\(\alpha\) and \(\beta\) are indices in 4-dimensional spinor space. The momentum space propagator is then

\[
G^0_{\alpha\beta}(k) = \frac{1}{2E(k)} \left\{ (\gamma_\mu K^\mu + M)_{\alpha\beta} \left[ \frac{1 - \theta(k_F - |k|)}{k_0 - E(k) + i\epsilon} + \frac{\theta(k_F - |k|)}{k_0 - E(k) - i\epsilon} \right] \\
- (\gamma_\mu \tilde{K}^\mu + M)_{\alpha\beta} \left[ \frac{1}{k_0 + E(k) - i\epsilon} \right] \right\}
\]  

(3.62)

where

\[
\gamma_\mu K^\mu = \gamma_0 E(k) - \gamma k, \quad \gamma_\mu \tilde{K}^\mu = -\gamma_0 E(k) - \gamma k.
\]  

(3.63)

In this representation the particle-, hole-, and antiparticle-propagation can be nicely identified. For a better manageability in calculations it is, however, better to rewrite eq.(3.62). Collecting the terms not containing a theta function one obtains the well known Feynman propagator describing free baryons and antibaryons

\[
G^0_F(k)_{\alpha\beta} = \frac{E(k)(\gamma_\mu k^\mu + M)_{\alpha\beta}}{M \left( k^2 - M^2 + i\epsilon \right)},
\]  

(3.64)

\(k_\mu = (k_0, \vec{k})\). For this the formal identity

\[
\frac{1}{\omega \pm i\eta} = \mathcal{P} \frac{1}{\omega} \mp i\pi\delta(\omega)
\]  

(3.65)
has to be used, where the $\delta$ function needs to be rewritten as

$$
\delta(k_0 \mp E(k)) = 2E(k)\delta^{(\pm)}(k_\nu k^\nu - M^2).
$$

(3.66)

This is necessary to get the pole structure and prefactors right.

Next one collects the terms proportional to $\theta(k_F - |k|)$. Using again eq.(3.65) one gets the correction to the bare propagator caused by the Pauli principle:

$$
G_D^0(k)_{\alpha\beta} = \frac{i\pi}{M} \left( \frac{1}{k_\nu k^\nu - M^2 + i\epsilon} \right. \frac{\gamma}{E(k)} \left. \delta(k_0 - E(k))\theta(k_F - |k|) \right)
$$

(3.67)

The full non-interacting in-medium propagator is then given by

$$
G^0(k)_{\alpha\beta} = G_F^0(k)_{\alpha\beta} + G_D^0(k)_{\alpha\beta}
$$

$$
= \left( \frac{1}{k_\nu k^\nu - M^2 + i\epsilon} \right) \frac{i\pi}{E(k)} \delta(k_0 - E(k))\theta(k_F - |k|)
$$

(3.68)

3.2.1. Reference frames

Due to the nuclear medium boost invariance of the scattering problem is broken. In this situation two favored frames exist, in which the calculations are performed most conveniently:

- the center of momentum (c.m.) frame and
- the nuclear matter rest (n.m.) frame.

As the free $T$-matrix, the $G$-matrix is evaluated most conveniently in the c.m. frame. Since the scattering matrix is formulated covariantly it may be easily boosted into other frames. The second frame, the n.m. system, is used for the calculation of self-energies, since they are most easily calculated in that frame. As the scattering matrix also the self-energies are of definite Lorentz structure and may therefore be boosted in a straightforward way.

Let us define $\beta$ such, that it describes a boost from the n.m. frame to the c.m. frame. We shall now determine the relations between the kinematical parameters $\beta$ and $\gamma$ and the four vectors $P_\mu$, the in-medium total momentum, and $B_\mu$, the baryon current.

First, we boost $P_\mu$ from the c.m. frame to the n.m. frame (please keep in mind, that the definition of $\beta$ is the other way around). In the c.m. frame $P_{cm} = (\sqrt{s^*}, 0)$ and $(P_{cm})^2 = (P_{nm})^2 = s^*$. By using eqs.(A.27) and (A.28) we find

$$
P_{nm}^0 = \gamma\sqrt{s^*}
$$

(3.69)

$$
P_{nm} = \beta\gamma\sqrt{s^*}
$$

(3.70)

and therefore

$$
\beta = \frac{P_{nm}}{P_{nm}^0}, \quad \text{and} \quad \gamma = \frac{1}{1 - \beta^2} = \frac{P_{nm}^0}{\sqrt{s^*}}
$$

(3.71)

From this we obtain the useful relations

$$
P_{nm}^0 = \gamma\sqrt{s^*}, \quad \text{and} \quad P_{nm} = \beta\gamma\sqrt{s^*}
$$

(3.72)
Next the baryon current $B$ is boosted from the n.m. frame ($B = (\rho_B, 0)$) to the c.m. frame ($B = (B_{cm}^0, j)$):

$$B_{cm}^0 = \gamma \rho_B$$
$$j = -\beta \gamma \rho_B$$

(3.73)  (3.74)

In analogy to the above expressions we find

$$\beta = -\frac{j}{B_{cm}^0}, \quad \gamma = \frac{B_{cm}^0}{\rho_B}$$

(3.75)

and

$$B_{cm}^0 = \gamma \rho_B, \quad j = -\beta \gamma \rho_B$$

(3.76)

3.3. Relativistic mean-field dynamics – saturation

The most important difference between a relativistic and a non-relativistic description
of nuclear matter is the saturation mechanism. Using relativistic dynamics, interactions
determined in free scattering and applied in many-body frameworks to systems at finite
density, yields the correct saturation point (see the discussion in the introduction of
this chapter). In contrast to that all non-relativistic descriptions need to introduce
phenomenological three-body forces or other empirical recipes.

To understand the relativistic saturation mechanism let us shortly sketch the most
simple Walecka model [Serot86]. It is more transparent than DBHF, since almost all
expressions can be derived analytically. The Lagrangian contains a fermionic nucleon
field and a Lorentz scalar and vector meson, minimally coupled to the nucleons:

$$\mathcal{L} = \mathcal{L}_B + \mathcal{L}_m + \mathcal{L}_{\text{int}}$$

$$\mathcal{L}_B = \bar{\psi} (i\gamma_\mu \partial^\mu - M) \psi$$

$$\mathcal{L}_m = \frac{1}{2} (\partial_\mu \sigma \partial^\mu \sigma - m_\sigma^2 \sigma^2) - \frac{1}{2} \left( \frac{1}{2} F_{\mu\nu}^{(\omega)} F^{(\omega)\mu\nu} - m_\omega^2 \omega^2 \right)$$

$$\mathcal{L}_{\text{int}} = -g_\omega \bar{\psi} \gamma_\mu \psi \omega^\mu - g_\sigma \bar{\psi} \psi \sigma$$

(3.77)

$F_{\mu\nu}$ is the field strength tensor of vector particles

$$F_{\mu\nu} = \partial_\mu \phi_\nu - \partial_\nu \phi_\mu$$

(3.78)

The corresponding field equations are given by

$$[\gamma_\mu (i\partial^\mu - g_\omega \omega^\mu) - (M - g_\sigma \sigma)] \psi = 0$$

(3.79)

$$\left( \partial_\mu \partial^\mu + m_\sigma^2 \right) \sigma = g_\sigma \bar{\psi} \psi$$

$$\left( \partial_\mu F^{\mu\nu} + m_\omega^2 \omega^\nu \right) = g_\omega \bar{\psi} \gamma^\nu \psi$$

(3.80)  (3.81)
3. Microscopic In-Medium Interaction

In mean-field approximation the meson field equations, eqs.(3.80) and (3.81), are treated as classical field equations, i.e., the field operators are replaced by their expectation values

\[
\sigma, \omega \rightarrow \langle \sigma \rangle, \langle \omega \rangle \quad (3.82)
\]

\[
\overline{\psi}\psi \rightarrow \rho_s \equiv \langle \overline{\psi}\psi \rangle \quad (3.83)
\]

\[
\overline{\psi}\gamma_{\mu}\psi \rightarrow j_\mu \equiv \langle \overline{\psi}\gamma_{\mu}\psi \rangle \quad (3.84)
\]

Considering now a homogeneous and isotropic medium, the meson field equations can be solved algebraically and yield the relativistic scalar and vector single particle potentials. Due to spherical symmetry also the space-like components of the vector fields vanish.

\[
V_s \equiv g_\sigma \sigma = \frac{g_\sigma^2}{m_\sigma^2} \rho_s
\]

\[
V_v \equiv g_\omega \omega = \frac{g_\omega^2}{m_\omega^2} \rho_B
\]

\(\rho_B = j_0\) is the baryon density. Because of translational symmetry the solutions of the Dirac equation in infinite matter are given by plane waves and a 4-component Dirac spinor

\[
\Psi_{k,\lambda} = \psi(k, \lambda) \exp[i(kx - \epsilon(k)t)]
\]

normalized as (for \(t = 0\))

\[
\langle \Psi_{k,\lambda}|\Psi_{k',\lambda'} \rangle = \delta_{\lambda\lambda'}\delta(k - k')
\]

Then eq. (3.79) determines the spinor part by

\[
[\alpha k + \beta M^*_{RMF}] \psi(k, \lambda) = [\epsilon(k) - V_v] \psi(k, \lambda)
\]

where \(M^*_{RMF} = m - V_s\) is the effective mass of RMF theory (which is different from the definition of the effective mass in DBHF, eq.(3.57)). Squaring eq.(3.89) one finds

\[
\epsilon = V_v \pm \sqrt{k^2 + M^2_{RMF}} \quad (3.90)
\]

Substituting this result in eq.(3.89) we find that that the vector potential drops out from the mean-field Dirac equation! Restricting ourself to the particle solutions \(\psi^{(+)}\) we find

\[
\psi^{(+)}(k, \lambda) = u_\lambda(k) = N \sqrt{E^*_{RMF} + M^*_{RMF}} \left( \frac{1}{2\epsilon_{RMF} + M_{RMF}} \right) |\lambda\rangle \quad (3.91)
\]

According to the normalization condition, eq.(3.88), \(N = 1/\sqrt{2E^*}\). For the Hartree mean-field self-energies, eq.(3.85) and eq.(3.86), the scalar and the baryon densities are needed

\[
\overline{\pi}_\lambda(q)u_\lambda(q) = \frac{M^*_{RMF}}{E^*_{RMF}(q)} \quad u_\lambda^*(q)u_\lambda(q) = 1. \quad (3.92)
\]
Figure 3.10.: Illustration of the evolution of scalar and vector density in nuclear and neutron matter with increasing baryon density. The different behavior of scalar and vector density is the origin of the relativistic saturation mechanism in nuclear systems.
Because of eq.(3.88) the conserved baryon current is normalized to 1, unlike in the normalization chosen in sec. 3.2, which is the standard choice in scattering theory. Please note, that besides $N$ also the definitions of $E_{RMF}^*$ and $M_{RMF}^*$ differ from those of sec. 3.2!

After these formal developments we can now turn back on the saturation mechanism in relativistic nuclear models. The saturation mechanism works through a delicate cancellation between an attractive scalar and a repulsive vector potential, which are proportional to the scalar and baryon density, respectively. These densities are given by

$$\rho_B = \langle \overline{u} u \rangle = \gamma \int_0^{k_F} \frac{d^3 k}{(2\pi)^3} \overline{u} u = \frac{\gamma}{6\pi^2} k_F^3$$

$$\rho_s = \langle u^\dagger u \rangle = \gamma \int_0^{k_F} \frac{d^3 k}{(2\pi)^3} u^\dagger u = \gamma \int_0^{k_F} \frac{d^3 k}{(2\pi)^3} \frac{M^*}{E^*}$$

$$= \frac{\gamma}{4\pi^2} M^* \left( k_F E^*(k_F) + M^* \ln \left( \frac{M^*}{k_F + E^*(k_F)} \right) \right)$$

$\gamma$ is the degeneracy factor. For symmetric nuclear matter with $s_z = \pm \frac{1}{2}$ and $T_z = \pm \frac{1}{2}$, $\gamma = 2 \cdot 2 = 4$, whereas for neutron matter with $T_z = +\frac{1}{2}$, $\gamma = 2$. Eq.(3.94) has to be solved iteratively since $\rho_s$ is also hidden in $M_{RMF}^*$. As can be seen from fig. 3.10, showing the scalar and vector densities and the effective mass as a function of $k_F$ in the QHD-1 model of [Serot86], the baryon density, which is responsible for the repulsion, keeps rising while the scalar density that induces attraction saturates. How fragile this balance is can be seen from fig. 3.11 that shows the corresponding binding energy per nucleon. Although there is no real qualitative difference between the ratio of scalar and vector densities in nuclear and neutron matter, nuclear matter is bound, whereas neutron matter is unbound.

A nice interpretation of the saturation mechanism is that nuclear matter saturates due to an increasing antiparticle contribution in the relativistic wave function, induced by large scalar and vector potentials. Around the saturation point both, scalar and vector potential, are in magnitude of several hundred MeV. The Schrödinger equivalent potential, however, which results from a non-relativistic reduction of the Dirac equation, is about 50 MeV which is just in line with native non-relativistic models. From this number a non-relativistic treatment seems to be justified – if one leaves out the large scalar and vector potential. These lead to large relativistic effects in the wave function, i.e., the lower component and thus the antiparticle content of the wave function grows. Sketching the wave function as $u = (u_1, u_2)$, where, for positive energy, $u_1$ and $u_2$ are the particle and antiparticle content of $u$, we have $\rho_B \propto |u_1|^2 + |u_2|^2$ and $\rho_s \propto |u_1|^2 - |u_2|^2$. The antiparticle content of the wave function increases the repulsion and decreases the attraction, leading to the saturation of nuclear matter.
Figure 3.11.: Binding energy per nucleon in the QHD1 model of [Serot86]. The equation of state is shown for symmetric nuclear matter and neutron matter.
3. Microscopic In-Medium Interaction
4. The Density Dependent Relativistic Hadron Field Theory

The link in our ab initio model, connecting effective interactions in infinite matter with nuclei and hypernuclei is the the density dependent relativistic hadron field theory (DDRH theory) [Fuchs95, Lenske04]. In principle, the relativistic in-medium scattering theory can be formulated for the application to finite systems, and has been applied to small nuclei up to $^{16}$O [Muther90]. In heavier systems, however, the computational effort would be by far too high, even for present days computers.

DDRH theory offers here an alternative way to proceed. It is a baryon-meson field theory designed for nuclear structure calculations with medium modified meson-baryon vertices in RMF approximation. This is in contrast to phenomenological RMF models which account for the modification of the in-medium interaction with varying density by self-interactions of the meson fields. The treatment of medium effects by density dependent vertices only is in line with the considerations of DBHF theory, see sec. 3, where the mesons are unaffected by the nuclear medium. To determine the vertices DBHF self-energies are mapped onto DDRH mean-field self-energies in infinite matter. This amounts to an application of DBHF effective interactions to finite nuclei in local density approximation. The meson-baryon vertices are constructed as functionals of baryon field operators and are thus dynamical quantities of the theory. Used in mean-field approximation, they reduce to functions of the local density. Knowing the dynamical content, i.e. the diagrammatic structure, of the used DBHF interactions, one is, however, able to go systematically beyond mean-field and local density approximation by calculating higher order correlations contained in the vertex functionals which vanish in RMF.

Using microscopic interactions DDRH theory was applied very successfully to double magic nuclei [Fuchs95], highly asymmetric nuclei [Hofmann01b] and to hypernuclei [Keil00]. Furthermore DDRH was successfully used to calculate hypermatter in $\beta$ equilibrium and neutron star properties [Hofmann01a]. An extension of DDRH to also handle momentum dependent coupling functionals has been developed in [Typel03]. Recently DDRH theory was also used for deducing purely empirical density dependent couplings [Typel99, Niksic02a, Niksic02b], which have been applied then in Hartree-Bogolyubov [Niksic02a] and RPA calculations [Niksic02b]. Further extensions of DDRH include the use of additional meson self-interactions [Long04] and at finite temperature [Avancini04].

Although DDRH seems to be very similar to Walecka’s QHD models [Serot86], there are important differences. The possibility to use microscopic interactions is a significant advantage. Due to the operator structure of the vertices, however, the dynamics of DDRH is substantially altered. Due to the operator structure, also controlled extensions beyond mean-field are possible, which fails in QHD [Serot86].
4. The Density Dependent Relativistic Hadron Field Theory

4.1. The DDRH formalism

Being a relativistic quantum field theory, DDRH is defined by a Lagrangian density. The DDRH Lagrangian is built from free hadronic and mesonic Lagrangians and the interaction part

\[ L_{\text{DDRH}} = L_B + L_M + L_{\text{int}} \] (4.1)

where

\[ L_B = \sum_B \overline{\psi}_B [i\gamma_\mu \partial^\mu - M_B] \psi_B \] (4.2)

\[ L_M = \sum_{\alpha_s} \frac{1}{2} \left( \partial_\mu \phi_\alpha \partial^\mu \phi_\alpha - m_{\alpha_s}^2 \phi_\alpha^2 \right) \]

\[ - \sum_{\alpha_e} \frac{1}{2} \left( \frac{1}{2} F^{(\alpha_e)\mu\nu} F^{(\alpha_e)\mu\nu} - m_{\alpha_e}^2 \phi_{\alpha_e}^2 \right) \] (4.3)

The central part of DDRH theory is the interaction Lagrangian with operator valued vertex functionals \( g(\hat{\rho}) \), where

\[ \hat{\rho} = \hat{\rho}(\overline{\psi}, \psi) = \text{Lorentz scalar}. \] (4.4)

This treatment of medium-effects in Lorentz-scalar functionals assures not only the covariance of the model but in addition restores thermodynamical consistency, at least on the mean-field level, which is violated by DBHF theory [Fuchs95]. In the general case, where nucleons as well as hyperons are included, both, \( g \) and \( \hat{\rho} \) may differ for the different particles.

The vertex functionals replace the conventional coupling constants as they appear in phenomenological RMF models, leading to the interaction Lagrangian

\[ L_{\text{int}} = \sum_{\alpha,B} g_{\alpha,B} (\hat{\rho}_{\alpha,B}) \overline{\psi}_B (\Gamma \cdot \phi_\alpha) \psi_B, \] (4.5)

where \( (a \cdot b) \) denotes a Lorentz scalar contraction, i.e., \( ab \) for scalars and \( a_\mu b^\mu \) for vectors. \( \Gamma \) represents the particular vertex structure containing Lorentz, isospin, etc. operators. The two most common forms of \( \hat{\rho} \) are the so called scalar and vector density dependence, SDD and VDD, respectively [Fuchs95], where

\[ \hat{\rho}_{\text{SDD}} \equiv \overline{\psi} \psi, \quad \hat{\rho}_{\text{VDD}} \equiv \sqrt{(\overline{\psi} \gamma_\mu \psi)(\overline{\psi} \gamma^\mu \psi)} = \sqrt{j_\mu j^\mu}. \] (4.6)

The dynamics of the theory is now obtained by deriving the field equations from the Lagrangian, eq.(4.1), using the Euler-Lagrange equations

\[ \frac{\partial L}{\partial \Phi} - \frac{\partial}{\partial (\partial \Phi)} \frac{\partial L}{\partial (\partial \Phi)} = 0 \] (4.7)

For the mesons the standard Klein-Gordon and Proca equation are obtained, now with a source term including a vertex functional instead of a simple constant:

\[ (\partial_\mu \partial^\mu + m_{\alpha_s}^2) \phi_{\alpha_s} = \sum_B g_{\alpha_s,B} (\hat{\rho}_{\alpha_s,B}) \overline{\psi}_B \psi_B \] (4.8)

\[ (\partial_\mu F^{(\alpha_e)\mu\nu} + m_{\alpha_e}^2 \phi_{\alpha_e}^\nu) = g_{\alpha_e,B} (\hat{\rho}_{\alpha_e,B}) \overline{\psi}_B \gamma^\nu \psi_B \] (4.9)
4.1. The DDRH formalism

In the Dirac equation additional self-energies appear due to the dependence of the coupling functionals on baryon field operators. From the Euler-Lagrange equation applied to the interaction part of the Lagrangian we obtain

$$\frac{\partial L_{\text{int}}}{\partial \psi_B} = \sum_\alpha \{ g_{\alpha,B} (\hat{\rho}_{\alpha,B}) (\Gamma_\alpha \cdot \phi_\alpha) \psi_B + \frac{\partial g_{\alpha,B}}{\partial \hat{\rho}_{\alpha,B}} \frac{\partial \rho_{\alpha,B}}{\partial \hat{\rho}_{\alpha,B}} \psi_B (\Gamma_\alpha \cdot \phi_\alpha) \psi_B \} \equiv \hat{a} \psi_B$$

$$= \left[ \Sigma_B + \Sigma_B^{(r)} \right] \psi_B$$

The normal self-energy is given by

$$\Sigma_B = \sum_\alpha g_{\alpha,B} (\hat{\rho}_{\alpha,B}) (\Gamma_\alpha \cdot \phi_\alpha)$$

and

$$\Sigma_B^{(r)} = \sum_\alpha \frac{\partial g_{\alpha,B} (\hat{\rho}_{\alpha,B})}{\partial \hat{\rho}_{\alpha,B}} \hat{a} \psi_B (\Gamma_\alpha \cdot \phi_\alpha) \psi_B$$

is the rearrangement self-energy. \( \hat{a} \) depends on the definition of \( \hat{\rho} \). The rearrangement self-energies account for the static polarization of the surrounding medium due to the presence of the baryon that 'feels' the self-energy. These self energies also assure thermodynamical consistency and covariance which would not be given using a formulation based on densities only. A formal proof can be found in [Fuchs95]. In mean-field approximation, \( \Sigma_B \) and \( \Sigma_B^{(r)} \) will become Hertree type self-energies.

For the SDD and the VDD prescription we have the following values for \( \hat{a} \)

<table>
<thead>
<tr>
<th>SDD</th>
<th>( \frac{\partial \rho_{\alpha,B}}{\partial \psi_B} )</th>
<th>( \hat{a} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>VDD</td>
<td>( \frac{\gamma_{\mu} u^\mu}{\sqrt{\mu^\rho}} \psi_B )</td>
<td>( \gamma_{\mu} u^\mu )</td>
</tr>
</tbody>
</table>

\( u^\mu \) is the four velocity related to the baryon current and thus in the n.m. frame, in which nuclear structure calculations are performed, \( u^\mu_{nm} = (1,0) \). From the Dirac structure in eq.(4.13) one can easily read off that the SDD prescription adds a correction to the scalar self-energy, i.e., it modifies the effective mass, while the VDD prescription adds a correction to the vector self-energy. Obviously there is an ambiguity in the choice of \( \hat{\rho} \). Calculations show [Fuchs95] that VDD yields better predictions than SDD for the bulk properties and low energy single particle excitations in spherical nuclei using DBHF interactions. The rearrangement self-energies lead to a local effect only, as is characteristic for polarizations. They modify mostly the single particle properties but not the bulk properties, while adding corrections to the single-particle potentials, they drop out of the total energy expression. Only through the iteration rearrangement will influence also the total energy as a higher order effect.

For the nuclear structure calculations DDRH is used in RMF approximation. In the common RMF schemes (see sec. 3.3) meson fields are replaced by their expectation values with respect to the according many-body ground-state and treated as classical
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fields, which amounts to self energies containing no more field operators. The mean-field approximation arises formally from the expansion of a field operator product $\Omega$ according to Wick’s theorem [Peskin95]

$$\Omega = \Omega_0 + C(\Omega),$$

(4.14)

where $\Omega_0$ denotes the $c$-valued, fully contracted product of field operators contained in $\Omega$ and $C(\Omega) = \Omega - \Omega_0$ the remaining higher correlations, which always contain at least one normal ordered product of field operators. Taking the expectation value of $\Omega$ with respect to a many-body ground state $|X\rangle$, only $\Omega_0$ will survive, since due to its normal ordered parts $\langle X | C(\Omega) | X \rangle = 0$. Using only the expectation values of self-energy expressions in the Dirac equation and of the whole meson equations of motion leads to the mean-field approximation.

This derivation of mean-field theory offers a systematic way of extending the formalism beyond mean-field, especially when deriving the functionals by an approach with a clear diagrammatic structure. Allowing for excitations in the many-body state, also parts of $C$ contribute in expectation values. In the conventional phenomenological RMF models going beyond mean-field will, however, cause problems. The model parameters are determined there by matching calculated properties of nuclei to the respective experimentally observed values. Thus effects of higher correlations present in the experimental data, are absorbed in the couplings of the apparently uncorrelated model. Including now successively higher order effects will due to double counting lead to wrong predictions – the parameters always have to be fixed for the specific prescription used.

For DDRH the case is different. When using microscopic interactions derived by DBHF theory, DDRH calculations are an ab initio calculations for which the exact dynamical content, i.e., the diagrams contained in the interaction kernel of the BS equation, is known. Extensions beyond mean-field can be studied here systematically, opening a variety of opportunities to perform high accuracy ab initio calculations of nuclei across the nuclear chart and with non vanishing strangeness.

4.2. Microscopic vertices in DDRH

To determine the DDRH vertices a mapping procedure of DBHF self-energies onto infinite matter DDRH self-energies is performed [Fuchs95, Hofmann01b]. The standard meson spectrum of DDRH contains four different mesons, inspired by the mean-field generating Lorentz and isospin contents, a scalar and a vector in each sector. They are the scalar iso-scalar $\sigma$, the scalar iso-vector $\delta$, the vector iso-scalar $\omega$ and the vector iso-vector $\rho$. The DBHF self-energies have to be transformed into the particle basis to extract iso-scalar and -vector part, $\Sigma_0$ and $\Sigma_\tau$, respectively. As the total self-energy for proton and neutron is

$$\Sigma = \Sigma_0 + \tau_3 \Sigma_\tau,$$

(4.15)

the iso-scalar and -vector component are given by

$$\Sigma_0 = \frac{1}{2}(\Sigma_p + \Sigma_n), \quad \Sigma_\tau = \frac{1}{2}(\Sigma_p - \Sigma_n).$$

(4.16)
4.2. Microscopic vertices in DDRH

4.2.1. The structure of the $\Lambda$-meson vertex

The $\Lambda$ is a particularly simple particle to treat in nuclear structure calculations, since it is electrically as well as isospin neutral. There are thus only two coupling parameters and potentials for the $\Lambda$. Also experimentally the $\Lambda$ hypernuclei are those studied best, making it interesting to model single $\Lambda$ hypernuclei.

In the DDRH calculations for $\Lambda$ hypernuclei we use a semi-empirical ansatz for the coupling functionals, described in detail in [Keil00], which is consistent with the treatment of the nuclear part. The assumption is made, that the density dependence of the vertices is such, that nuclear and $\Lambda$ vertices depend only on the respective density. This is motivated by the fact that the main part of the density dependence arises from the Pauli projection operator, which is a product of a nuclear and a $\Lambda$ projector. In the energy

\[ g_\sigma^2(k_F) \rho_s \frac{1}{m_\sigma^2} = \Sigma^{DB}_s \]  

As an example we show in fig. 4.1 the mapping of DBHF calculations for asymmetric nuclear matter using the Groningen potential [deJong98] taken from [Hofmann01b].

Figure 4.1.: Density dependent vertex functionals as derived from the Groningen NN potential in [Hofmann01b].
region relevant in this context we may also neglect the strangeness exchange interactions, contributing in the \( u \)-channel, which would spoil the factorization of a nucleonic and a hyperonic part. This factorization leads to the fact, that also the effective interaction may be split in a product of functions depending in the \( \Lambda \) or the nuclear density, which may be attributed to the two vertices then. For a single \( \Lambda \) in nuclear medium the mapping is given by

\[
g_{\Lambda \alpha}(\rho_\Lambda)g_{N\alpha}(\rho_N) = m^2_{\Lambda,\alpha} \sum_{\Lambda\alpha} \rho_N, \tag{4.18}
\]

An especially transparent relation is found when choosing the nucleon density to be equal to the lambda density. Then we can express the \( \Lambda \)-meson coupling functional through \([Keil00]\)

\[
g_{\Lambda \alpha}(\rho_\Lambda) = \frac{\Sigma_{\Lambda\alpha}}{\Sigma_{N\alpha}} \Sigma_{N\alpha}(\rho_N). \tag{4.19}
\]

The two self-energies in the ratio differ mainly by the couplings and the bare masses, since they are taken at the same density. To simplify this expression we symbolically expand the \( \Lambda \) self-energy around \( M = M_N \) with \( \Delta M = M_N - M_\Lambda \) and \( g = g_N \) where \( \Delta g = g_N - g_\Lambda \). \( g \) denotes the free coupling here. Defining the meson propagator as \( D_\alpha \)

\[
T = \frac{g_{Ba} g_{B'\alpha} D_\alpha}{1 - g_{Ba} g_{B'\alpha} D_\alpha G^{(2)}} = g_{Ba} g_{B'\alpha} \tilde{T}, \tag{4.20}
\]

\( G^{(2)} \) being the two baryon propagator. From the self-energy integral, eq. (3.5),

\[
\Sigma = g_{Ba} g_{B'\alpha} \int \text{Tr}(\tilde{T} G^{(1)}) \equiv g_{Ba} g_{B'\alpha} \tilde{\Sigma}, \tag{4.21}
\]

we have

\[
g_\Lambda(\rho_B) = \frac{g_\Lambda}{g_N} \left( 1 + \frac{\partial g_\Sigma(g, M_N)}{\Sigma(g_N, M_N)} \bigg|_{g=g_N} \Delta g + \frac{\partial M \tilde{\Sigma}(g_N, M)}{\Sigma(g_N, M_N)} \bigg|_{M=M_N} \Delta M + \cdots \right) g_{N\alpha}(\rho_B), \tag{4.22}
\]

where \( g \) are the bare coupling constants of free-space interactions. For the sake of readability the indices \( \alpha \) have been suppressed. The changes of the self-energy with respect to \( M \) are surely mild, so that this correction will be small. The variation of \( \Sigma \) with respect to \( g \) is somewhat more critical, since resonances in the \( T \)-matrix may appear. This needs to be checked if actual DBHF calculations for the \( \Lambda \)-nucleon interaction are available. A very detailed discussion of the general structure of vertex functionals can be found in \([Lenske04]\).

For the time being we use the scaling approach

\[
g_{\Lambda \alpha}(\rho_\Lambda) = R_\alpha g_{N\alpha}(\rho_\Lambda), \tag{4.23}
\]

which is well motivated by eq.(4.22). \( R \) is the ratio of the free \( \Lambda \) and nucleon coupling constants. For investigating single \( \Lambda \) hypernuclei \( R_\pi \) and \( R_\omega \) have to be determined empirically, whereas the functional shape is taken from DBHF calculations. The parameter sets which we use in our calculations are given in app. D.
4.3. Mean-field dynamics in $\Lambda$ hypernuclei

As noted already above, the $\Lambda$ hyperon is a particle particularly well suited to describe in RMF models, since it is an uncharged iso-singlet. This simplicity makes it highly valuable in collecting information on the coupling mechanism between hyperons and nucleons. There are only two free parameters in the conventional RMF description of $\Lambda$ hypernuclei, the scalar coupling to the $\sigma$ and the vector coupling to the $\omega$ meson. Also the so called tensor coupling contributes, which will be discussed in detail further down.

In principle, the scalar and the vector self-energies are given by

$$\Sigma_s = g_\Lambda \sigma \rho_s, \quad \Sigma_v = g_\Lambda \omega \rho_B,$$

(4.24)

where $\rho_s$ and $\rho_B$ are the total scalar and vector densities, respectively. Their influence on the spectral structure of the $\Lambda$ single particle energies is easiest understood when considering the Schrödinger equivalent potentials [Jaminon87]. They are obtained by a non-relativistic reduction of the Dirac equation. This yields on the one hand side the central potential

$$V_c \propto \Sigma_v + \Sigma_s$$

(4.25)

and on the other hand side the spin-orbit potential

$$V_{so} \propto \partial_r (\Sigma_v - \Sigma_s)$$

(4.26)

The central potential is responsible for the spectral distribution of the $l$-shell energies, whereas the spin-orbit potential governs the splitting of these energies. Having a delicate cancellation between large scalar and vector potentials, see sec. 3.3, which lead to a central depth of around 80 $MeV$ in $V_c$, we get consequently a rather large spin-orbit splitting. For nucleons this is indeed observed in normal nuclei and rather well described by RMF models.

For hypernuclei only very recently a convincing indication of spin-orbit splitting was observed in nuclei with $A \geq 40$, that are heavy enough to be governed mainly by mean-field effects. (This data is discussed extensively in sec. 8.) Only in such systems, showing also a resolved spin-orbit structure, one was really able to constrain the two free parameters of the $\Lambda$-nucleus interaction unambiguously. These experiments were essential for resolving the longstanding controversy on $\Lambda$ spin-orbit interactions. Before, just $l$-shell energies could be determined, which allow to fix only a range of pairs $(g_\Lambda \sigma, g_\Lambda \omega)$.

4.3.1. The $\Lambda$-$\omega$ tensor interaction

Now the large spin-orbit splitting, emerging from the strong scalar and vector fields, as discussed above, is in contradiction to predictions by SU(6) spin-flavor symmetry and also, what should be considered more relevant, to recent observations in $\gamma$ spectroscopy experiments on light hypernuclei, e.g. [May97, Kohri02]. The magnetic vertex between baryons and vector mesons, the second term of eq.(2.2), is responsible for the so called tensor force in non-homogeneous systems, which influences mainly the splitting of the spin-orbit doublets while leaving other observables in the single particle spectrum almost unchanged. It is therefore a candidate to cure the discrepancy between theory and
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Figure 4.2.: SU(6) spin-flavor symmetry predicts a vanishing spin-orbit splitting of the $\Lambda$ hyperon, since the up and down quark form a spin singlet in this scheme, so that the $\Lambda$ spin is carried solely by the strange quark. The mediator of a spin dependent force, the $\omega$ meson, cannot have a polarizing effect then, since it does only couple to up and down quarks.

experiment in accordance with SU(6). A detailed derivation of the tensor interaction in RMF models including hyperons is given in [Mares94]. The tensor vertex couples the baryon tensor current with the field strength tensor of the meson:

$$L_t = \frac{f}{2M} \overline{\psi} \sigma_{\mu\nu} \psi F_{\mu\nu}^{(\omega)} \quad (4.27)$$

The suppression mechanism can, as the scalar and vector self-energies, be understood best, when looking at in the non-relativistic limit, where one finds the tensor potential

$$V_t \propto \frac{2M^* f}{g} \partial_r \Sigma_v. \quad (4.28)$$

In the non-relativistic expansion terms proportional to $\sigma^{00}$ and $\sigma^{ii}$ are suppressed. In combination with eq.(4.26) we obtain the full spin-orbit potential

$$V_{so} \propto 2 \frac{M^* f}{g} \partial_r \Sigma_v + \partial_r (\Sigma_v - \Sigma_s) \quad (4.29)$$

Because of the derivatives this contributes only at the surface, where the densities are low and $M^* \approx M$. Furthermore the derivatives of scalar and vector self-energy are of roughly the same order, so that $\partial_r \Sigma_v \approx -\partial_r \Sigma_s$. Tuning the coupling constant $f$, we can adjust now the spin-orbit interaction to our will, making it zero for $f/g = -1$ as predicted by SU(6) (see tab. 2.4) or even reverse the order of the doublet states if $f/g < -1$.

The effect of the tensor interaction is studied extensively in the context of single particle spectra of intermediate mass $\Lambda$ hypernuclei in sec. 8.
5. The Dynamics of Effective $\Lambda N$ Interactions

In this section we study on the example of the $\Lambda N$ interaction the influence of changes in the couplings and the mass on the scattering amplitudes, which are characteristic for the scattering of unequal particles as compared to the NN interaction. It is investigated, how a scaling of the bare interaction affects the fully iterated one on a quantitative level, which reveals how well, e.g., SU(3) relations, which are well defined only for the elementary vertices of a theory, hold for effective couplings. In the second part of this chapter we consider the effects of Pauli blocking in the scattering of different particle species. We study the influence of asymmetric media on the scattering amplitudes as well as the influence of different compositions of the medium on the relation between $\Lambda N$ and NN interaction.

5.1. $\Lambda N$ interactions in free space

To get a better understanding of the underlying dynamics in $\Lambda N$ interactions we will now systematically study the dependence of amplitudes and the decomposition into Lorentz covariant on variations of the particle masses and different values of the $g$ and $f$ couplings. We therefore use the meson exchange framework as derived in sec. 2. To keep the discussion transparent and the covariant decomposition unambiguous, we will apply a model with the following reduced meson exchange kernel as compared to the common meson exchange models:

$$
\begin{align*}
\text{N} & & \text{\Lambda} \\
g & | 15.8533, 10.22145 & 10.568, 6.8143 \\
f/g & | 0, 0 & -1, 0 \\
M_{\text{cut}} & | 1500 \text{ MeV}, 2000 \text{ MeV} & 1500 \text{ MeV}, 2000 \text{ MeV} \\
n & | 1, 1 & 1, 1 \\
\end{align*}
$$

(5.1)

The meaning of the parameters is identical to the ones of the Bonn potentials (here we use $M_{\text{cut}}$ for the cutoff mass to avoid confusions with the $\Lambda$ hyperon), given in tab. B.3. For the baryon masses we use $M_N = 939$ MeV and $M_\Lambda = 1115$ MeV. The relation of the $\Lambda$ to the nucleon vertices is given by SU(3) relations, i.e., $g$ is multiplied by $2/3$ and $f/g = -1$ for the $\Lambda \omega$ vertex (see sec. 2.1). Hence, the model uses a ladder kernel as defined by the Born terms of a meson exchange interaction.

By “NN interaction” we will refer to the interaction where we have to nucleon vertices as defined in eq.(5.1) in the Born amplitudes and by “$\Lambda N$ interaction” we refer to an
Figure 5.1: The comparison of kernel amplitudes for the NN parameters and a modified parameter set, related to the ΛN interaction, is shown. The amplitudes displayed are those of the $1S_0$ partial wave.
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Figure 5.2: The displayed amplitudes belonging to the iterated interaction corresponding to Fig. 5.1.
interaction where one nucleon and one Λ vertex is contained in the kernel elements. No isospin projection will be applied for both interactions. To study the effect of the differing parameters in the Λ and nucleon vertices we first compare the NN interaction with an interaction identical to that one except for one of the parameters, which is set to the value of the ΛN interaction. In panels a)–c) of fig. 5.1 and fig. 5.2 the resulting kernel and $T$-matrix elements, respectively, in the $^1S_0$ partial wave are displayed for changed mass, $g$ and $f$. We find, that the influence of a different mass on the kernel as well as on the iterated interaction is only rather small because the baryon mass appears typically in kinematical factors given in terms of $\sqrt{s}/M$. Especially in the full interaction only a slight modification in the intermediate momentum range is found. For the $f/g$ coupling one finds in the kernel a significant modification in the intermediate and especially high momentum range. In the iterated interaction, however, the effect has almost vanished. Only a tiny deviation at higher momenta is left. The most prominent modification arises due to the change of $g$. In the bare interaction the whole momentum range is significantly altered, while in the full interaction, only the low momentum part shows sizable changes.

Panel d) of fig. 5.1 and fig. 5.2 shows the comparison between NN and the complete ΛN interaction. In summary one can say, that mostly the low momentum changes on the bare potential translate also into effects in the iterated interaction, changes in the high momentum region are clearly suppressed. The most important changes of the interaction are due to the change of $g$.

Let us now take a closer look on how scaling the bare interaction strength translates to the fully iterated one. To make physically meaningful statements one has to compare the respective Lorentz components of the interaction (see sec. 3.1.2), i.e., compare the scalar and vector invariant of the ΛN interaction to the scalar and vector invariant, respectively, of the unscaled NN interaction. What is used, e.g., in the standard RMF calculations of hypernuclei and hypermatter as effective scalar and vector interactions (“σ and ω exchange”) are exactly those Lorentz components of the interaction. So, e.g., the ratio of scalar ΛN over NN invariants gives the scaling factor relating the Nσ vertex to the Λσ vertex, which should be used in such calculations (up to effects due to the density which will be discussed in the following section). In panel a) of fig. 5.3 we display the Lorentz scalar and vector amplitudes for the ΛN and NN interaction. It can be seen immediately, that the reduction between both interactions is by far more than $2/3$. From panel b), showing the respective ratios of the invariants, we can read off an average reduction factor of 0.1. This is clearly far below the standard SU(3) choice for relating hyperon and nucleon effective vertices.

5.2. ΛN interactions at finite density

To investigate the density dependence of an effective interaction between two different particle species we applied the model defined by eq.(5.1) for three compositions of the
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Figure 5.3.: The invariant decompositions of the ΛN and NN interaction are compared. Panel a) shows the invariant amplitudes themselves and panel b) displays the ratios of ΛN and NN amplitudes, which are closely related to the scaling factors of effective interactions, eq. (4.23).
surrounding medium:

<table>
<thead>
<tr>
<th>scenario no.</th>
<th>$k_F^{(A)}$</th>
<th>$k_F^{(N)}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>300 MeV</td>
<td>300 MeV</td>
</tr>
<tr>
<td>2</td>
<td>150 MeV</td>
<td>150 MeV</td>
</tr>
<tr>
<td>3</td>
<td>0 MeV</td>
<td>300 MeV</td>
</tr>
</tbody>
</table>

(5.2)

corresponding approximately to $\rho^{(N)}/\rho^0 \approx 1.4, 0.2, 1.4$, respectively. The density dependence is accomplished by applying the angle averaged Pauli operator in the scattering equation, as is described in sec. 3.1, but self-energy effects are neglected for this investigation. As average boost $\beta = 0.13$ has been chosen, leaving the particle pair inside the Fermi-sphere for all scenarios. The corresponding angle averaged Pauli operators for the $\Lambda N$ channel are shown in fig. 5.4. The behavior of $Q_{av}$ is obviously dominated by the larger of the two Fermi momenta. The lower one leads only to slight modifications.

To investigate the effect of the background medium on the $\Lambda N$ and on the NN interaction let us first focus on the behavior of the respective amplitudes. Fig. 5.5 shows the $^1S_0$ amplitudes, for NN in panel a) and for $\Lambda N$ in panel b). In the NN interaction scenario 1 and 3 are identical for obvious reasons. Going from lower to higher densities, a suppression of the interaction strength at small momenta is observed. For $k_F = 150 \text{ MeV}$ the onset of Pauli blocking, as discussed in sec. 6.2.2 can be nicely seen. The behavior of the $\Lambda N$ interaction is with respect to the density as well as to the momentum dependence very similar to the NN interaction and seems to be reduced in strength mainly by a constant factor. Even in scenario 3, which is with respect to the conditions imposed by the medium vastly different to the NN scattering, only a slight deviation can be seen. Here the dominance of the larger Fermi momentum, which was found in the angle averaged Pauli operator already, appears again.
5.2. ΛN interactions at finite density

Figure 5.5.: The $^1S_0$ amplitudes of the NN and ΛN interactions are shown for different compositions of the background medium. At low momenta a suppression with respect to the free interaction can be clearly observed.
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Figure 5.6.: This figure shows the Lorentz components of the effective interactions and their ratios for the different configurations of the medium.
We can make these statements more quantitative by considering the different Lorentz components of the effective interaction, see fig. 5.6. Panel a) compares the ΛN and NN invariants for scenario 3. The ratio between the respective scalar and vector components for all in-medium scenarios are displayed in panel b). Here even less dependence on the different configurations of the medium can be seen than in the amplitudes. Even more, the factor between the ΛN and NN invariants is almost identical to what has been found for free scattering. To obtain the one-body self-energies, an integral over the respective Lorentz components of the interaction is performed, which will smooth most of the small differences in the ratio between ΛN and NN interactions.

5.3. Consequencies

The findings can be summarized as follows:

- The ΛN interaction scales almost exactly with the NN interaction, i.e., the two interactions are approximately related to each other by a constant factor. The scaling is almost independent of the medium.

- The scaling factor is around 0.1, which is far below the scaling factors typically used in hypernuclear calculations.

- The tensor coupling \( f \) has almost no influence on the fully iterated interaction and those expected naively from bare SU(3) or SU(6) relations.

So the effective ΛN interaction scales, but not with the SU(3) factors! This may be compared to results we obtained from the extraction of vertex scaling factors by reproducing experimental data using DDRH theory, applied in RMF calculations to hypernuclei. This is described in sec. 8.4. The results obtained with that complementary approach are very similar to what is described above. For the tensor coupling we obtained \( f/g = 0 \). Also the scaling factor of the \( \sigma \) and the \( \omega \) vertex turned out to be very small there, values of about 0.25 were found. This is not quite as tiny as the values obtained here, but also considerably smaller than standard scaling factors of effective interactions which are assumed to obey exact SU(3) symmetry. (The deviation may be due to the fact that a simplified interaction was used here).

It seems, that at least when using an interaction with reduced meson spectrum, the effective ΛN interaction scales almost exactly, it is related in very good approximation to the NN interaction by a constant factor. These findings provide an a posteriori numerical justification of the theoretically derived semi-empirical ansatz applied in the calculations of \( \Lambda \) hypernuclei in DDRH theory, as discussed in sec. 4.2.1 and applied in sec. 8 and sec. 9.
5. The Dynamics of Effective AN Interactions
6. The Vertex Renormalization Approach

In this chapter we present a new concept for solving the two baryon scattering problem. This method is based on an expansion of the $T$-matrix in terms of a set of meson exchange operators. This results in scaling factors $z_\alpha$ multiplying the one boson exchange matrix elements, labeled by $\alpha$, and will in general depend on the three Mandelstam variables $s$, $t$ and $u$ and on the Fermi momenta $k_{F,i}$. This procedure may be interpreted as a renormalization of the interaction. The factors $z_\alpha$ correspond to a combination of the field strength renormalization, which multiplies the particle field’s propagator and a vertex renormalization. From the symbolical solution of the BS equation,

$$T = V + V g T \quad \longrightarrow \quad T = (1 - V g)^{-1} V,$$

(6.1)

it is immediately clear, that an iteration of the infinite ladder series may be interpreted as to introduce a susceptibility that relates the full $T$-matrix to the kernel by a generalized scaling law.

6.1. Formal developments

Looking back at the discussion about calculating self-energies in sec. 3.1.3, it is obvious, that the $T$-matrix can be expanded in meson exchange operators, if these include vertex structures corresponding to all covariants. If this is fulfilled we will have in the worst case an over complete basis. In the standard one boson exchange models there is, however, no tensor meson included. Nevertheless, neglecting the tensor interaction should not cause large errors, since the tensor strength of the iterated $T$-matrix is extremely small anyway (there is no significant contribution due to exchange or iteration). This is found in a decomposition of the scattering matrix into invariants as described in sec. 3.1.2. If $\{V_\alpha\}$ is a set of one boson exchange operators including propagators and vertices, we can express an arbitrary $T$-matrix, even the exact one, as

$$T = \sum_\alpha z_\alpha(s, t, u, k_F) V_\alpha.$$

(6.2)

By this mapping procedure it is possible to create a connection between arbitrary effective interactions and meson exchange models of the nucleus which use effective microscopic interactions in Hartree approximation, as, e.g., the DDRH theory (see chap. 4). With respect to DDRH theory this treatment is even more advantageous, since it directly
generates the required vertex functionals, so that no detour over the self-energies is necessary as in the procedure described in sec. 4.2.

With the expansion of the $T$-matrix in terms of a basis of meson exchange operators, eq.(6.2), the calculation of effective interactions is straightforward. Denoting the kernel of the BS equation by $K$, the scattering equation in terms of the expanded $T$-matrix, eq.(6.2), is given by

$$\sum_\alpha z_\alpha(s, t, u, k_F)V_\alpha = K + \sum_\alpha \mathcal{P} \int Kg z_\alpha(s, t, u, k_F)V_\alpha$$  \hspace{1cm} (6.3)$$

for the unknown scaling factors $z_\alpha$. Solving the BS equation now directly determines the scaling factor $z$. Although eq.(6.3) holds for arbitrary kernels, the most reasonable choice of $K$ is $K = V$. Eq.(6.3) does, however, not provide any advantages over the original BS equation with respect to solvability the following approximation we find a way to simplify the complicated structure of the BS equation substantially. Chosing an appropriate set of kernel operators $V_\alpha$, $z_\alpha$ will be in very good approximation independent of $t$ and $u$.

The complex integral equation is transformed in an algebraic equation for $z$, very similar to eq.(6.1), as $z(s, k_F)$ can be taken out of the integral:

$$\sum_\alpha z_\alpha(s, k_F)V_\alpha = K + \sum_\alpha z_\alpha(s, k_F)\mathcal{P} \int VgV_\alpha.$$  \hspace{1cm} (6.4)$$

Using the half off-shell $T$-matrix this system can be easily inverted:

$$\sum_\alpha z_\alpha(s, k_F)V_\alpha(q_s, q) = \sum_\alpha V_\alpha(q_s, q) + \sum_\alpha z_\alpha(s, k_F)\mathcal{P} \int d\tilde{q} V(q_s, \tilde{q})gV_\alpha(\tilde{q}, q)$$

$$\Leftrightarrow \sum_\alpha \left( V_\alpha(q_s, q) - \mathcal{P} \int d\tilde{q} V(q_s, \tilde{q})gV_\alpha(\tilde{q}, q) \right) z_\alpha(s, k_F) = \sum_\alpha V_\alpha(q_s, q).$$  \hspace{1cm} (6.5)$$

$q_s$ is the c.m. relative momentum corresponding to $\sqrt{s}$.

The transformation into a set of algebraic equations for the $z_\alpha$ has, besides easier solvability of the BS equation, another advantage. Since it does not have to be solved for a quantity under the integral any more, one is able to get rid of the partial wave decomposition in solving the scattering equation for an effective interaction. Especially for calculations at finite density there are significant advantages: 1) The full Pauli operator can be used without any problems, we do not have to take an angle averaged one, which preserves the partial wave decomposition. 2) An even bigger advantage arises for the calculation of self-energies. Since the mapping on distinct meson exchange operators, which carry a well defined vertex structure, is implicit in this method, there will be no ambiguities due to under determined inversion schemes for the transformation between different basises of covariant scattering amplitudes.
6.2. A schematic model

To illustrate the vertex renormalization ansatz we will develop a reduced schematic model which is defined by a kernel with a single one boson exchange operator

\[ V(q', q) = g^2 \left[ (q' - q)^2 + m^2 \right]^{-1} \]  

(6.6)

for a boson with mass \( m \). To keep the discussion as transparent as possible, the calculations are done for the uncoupled singlet channel of the lowest partial wave, \( ^1S_0 \), for the scattering of equal mass particles with mass \( M \). The corresponding potential matrix element \( ^0V^0 \) is defined in eq.(1.19). Using that

\[
I_1(q', q) = \int_{-1}^{1} dt \left[ q'^2 + q^2 - 2qq't + m^2 \right] = \frac{1}{2qq'} \log \left[ \frac{(q + q')^2 + m^2}{(q - q')^2 + m^2} \right],
\]

(6.7)

\[
I_2(q', q) = \int_{-1}^{1} dt \left[ q'^2 + q^2 - 2qq't + m^2 \right] = -\frac{1}{qq'} + \frac{q'^2 + q^2 + m^2}{4qq'q'^2} \log \left[ \frac{(q + q')^2 + m^2}{(q - q')^2 + m^2} \right],
\]

(6.8)

the scalar helicity matrix element, eq.(B.20), can be transformed into the partial wave basis by applying eq.(1.8) and the relations of tab. B.2. This yields

\[
^0V^0(q', q) = -\frac{g^2}{16\pi^2} \frac{WW'}{M^2} \left[ \left( 1 + \left\{ \frac{qq'}{WW'} \right\} \right)^2 I_2(q', q) - 2\frac{qq'}{WW'} I_1(q', q) \right],
\]

(6.9)

where \( W^{(i)} = \sqrt{q'^2} + M^2 + M \). Defining now the \( T \)-matrix as

\[ ^0T^0(q', q) \equiv z(q_s) ^0V^0(q', q), \]

(6.10)

we obtain the BS equation for \( z \)

\[
z(q_s) ^0V^0(q_s, q_s) = ^0V^0(q_s, q_s) + z(q_s) \underbrace{\mathcal{P} \int dk \, k^2 \, ^0V^0(q_s, k) g^0V^0(k, q_s)}_{\equiv I_3(q_s)}.
\]

(6.11)

This can be solved analytically. The \( q_s \) dependent scaling factor is then given by

\[
z(q_s) = \left[ 1 - I_3(q_s) / ^0V^0(q_s, q_s) \right]^{-1}
\]

(6.12)

In the model calculation we use the Thompson propagator, eq.(1.55), for equal masses

\[
g_{Th}(k, \sqrt{s}) = \frac{M^2}{2E(k)^2} \left[ \frac{1}{2} \sqrt{\frac{s}{E(k)}} - E(k) \right]^{-1} = \frac{M^2}{2E(k)^2} \left[ \frac{1}{2} \sqrt{\frac{s}{E(k)}} + E(k) \right]^{-1} = \frac{M^2}{2E(k)^2} \left[ q_s^2 - k^2 \right]^{-1}.
\]

(6.13)

Only the correlation integral has to be solved numerically. This is done using the subtraction method as described in app. F.1.1.
Figure 6.1: $\delta^0$ phase shift in the schematic model as compared to the Bonn A phase shift, which reproduces the experimentally measured one. A matching of the effective range parameters calculated by the schematic model yields a good agreement in the very low energy region.
6.2. A schematic model

6.2.1. Free space scattering

With this model we can now try to mimic at least the very low momentum behavior of the actual NN interaction by adjusting $g$ and $m$ such, that the experimental effective range parameters $r$ and $a$ are reproduced (see sec. 1.4 for the definitions of $r$ and $a$). Setting the nucleon mass to $M = 939$ MeV and cutting the integral off at $\Lambda = 4$ GeV, we obtain, using

$$m = 173.2 \text{ MeV} \tag{6.14}$$
$$g = 2.065, \tag{6.15}$$

the effective range parameters $r = 2.69871 \text{ fm}$ and $a = -23.7749 \text{ fm}$ as compared to the experimental values $r = 2.75 \pm 0.05 \text{ fm}$ and $a = -23.748 \pm 0.01 \text{ fm}$. In fig. 6.1 we compare the resulting phase shift with the one calculated by the Bonn A potential, which exactly reproduces experimental data. As expected, only the very low energy range of the schematic model gives a good description of the actual NN potential.

In fig. 6.2 we present the amplitudes of the bare potential $V$, the full $T$-matrix and the corresponding phase shifts with respect to the laboratory energy $E_{\text{Lab}}$. An accumulation of strength in the low energy region due to the resummation of all loop diagrams can be observed. The corresponding z-factor is displayed in fig. 6.3. It shows, that besides a strong renormalization of the potential at small momenta, there are almost no more correlations at higher ones. For high laboratory energies the Born terms in the diagrammatic expansion dominate and $z$ goes to 1.

6.2.2. Interactions at finite density

By including the angle averaged Pauli operator, see sec. 3.1.1, in the correlation integral, $I_3$, medium effect can be studied within our model. The correlation integral has to be generalized to

$$I_3(q_s, k_F, \beta) = \mathcal{P} \int dk \, k^2 \, 0V^0(q_s, k) g Q_{av}(k, q_s, k_F, \beta) \, 0V^0(k, q_s) \tag{6.16}$$

To avoid evaluating the correlation integral for all values of $\beta$ allowed in the Fermi sphere, an average $\bar{\beta}$, defined by

$$\bar{\beta}(k_F) = \frac{\int_0^{k_F} d^3k \, |\beta(k)|}{\int_0^{k_F} d^3k}, \tag{6.17}$$

is used, similar to the prescription used in [Horowitz87].

The scattering matrix depends now on two parameters, the on-shell momentum $q_s$ and the Fermi momentum $k_F$. The whole structure of the resulting scaling factor $z$ is displayed in fig. 6.4. The bump one sees, starting from the origin, has its maximum at $q_s = k_F$. It arises, because the correlation integral $I_3$ becomes comparable in size or even larger than $0V^0$, leading to a small denominator in eq.(6.12). The strong correlation arises, since, loosely spoken, the step of the Pauli operator lies exactly on top of the pole in the two baryon propagator and cuts away half of it. For a sharp step, i.e., at $\beta = 0$, a logarithmic divergence arises in $I_3$. For finite $\beta$ only a bump remains at $q_s = k_F$,
Figure 6.2.: This figure compares the bare and fully iterated interaction in terms of the amplitudes and phase shifts. It can be seen, that strength is redistributed into the low energy region, while with increasing energy the first order Born diagrams dominate. Similar to the exact nucleon-nucleon interaction, the iterated interaction is almost resonant at very low energies.
Figure 6.3.: The vertex factor shows a strong effect of the iterated one boson exchange, which gets weaker at higher energy. In the high energy limit the Born graph solves the BS equation, indicated by $z = 1$. 
Figure 6.4.: The scaling factor $z$ is at finite density a function of the on-shell momentum and the density. When the on-shell momentum equals the Fermi-momentum the correlation integral gets very strong, leading to the bump in the surface. At very low density it gets, due to almost vanishing $\beta$ even so large, that a resonant structure appears. In panel b) cuts of the surface at constant $\rho$ are shown, clarifying the details which cannot be seen in panel a). The top of panel a) shows a projection of the contours.
which gets smaller with increasing $\beta$, since the step gets washed out. Since an average $\beta$, growing with $k_F$, is used, the effect of a smoother step with increasing density is reflected in the decreasing height of the pronounced structure in fig. 6.4. At very low densities the correlation integral is so strong, that a pole appears. For vanishing density $z$ is again a regular function of $q_s$, as is known from above, since the pole is suppressed by the $q^2$ factor of the integral measure. The described behavior of the scaling factor can be seen in the constant-$\rho$ cuts of of fig. 6.4, which are displayed in panel b).

Since the major part of the dynamics in a baryonic medium is governed by processes around the Fermi-surface, it is worthwhile to investigate in some more detail the behavior of the scattering matrix at $q_s = k_F$. This follows exactly the top of the bump in the surface plot of fig. 6.4. In the phase shift one can easily recognize the resonances at low energy. Comparing the scaling factor to the density dependent vertex functionals in DDRH, as shown for example in fig. 4.1, one finds a convincing agreement of the functional form.

6.3. Discussion of the vertex renormalization

The vertex renormalization method provides a new concept in the techniques for solving relativistic scattering equations. As indicated by a mapping of the full Bonn A $T$-matrix onto a meson exchange kernel, presented in [Lenske04], and by the reasonable behavior of the calculated scattering amplitudes in our schematic model, it seems to be a real alternative for solving the BS equation. Besides a fairly easy solvability as compared to the 3D reduced BS equation, there is the advantage, that no more partial wave decomposition is needed. This allows then, e.g., to use the full Pauli projection operator, which is not possible in a partial wave scheme. Due to the implicit mapping of the interaction on a meson exchange kernel, the ambiguities in a decomposition for evaluating self-energies is no longer present.

There are, however, also some point, that will have to be considered in some more detail. A possible problem becomes apparent, when the scattering amplitude possesses resonances. Since these are of definite angular momentum, the $z$-factor, having no angular dependence, cannot account for them correctly. This problem arises due to the approximation that $z$ depends only on $s$ and $k_F$. As described above, solving the scattering problem for a kernel of more than one elements, the off-shell information of the $T$-matrix is needed. It is assumed there, that $z$ does not depend on the off-shellness, which should also be checked in future works on this concept.
6. The Vertex Renormalization Approach

Figure 6.5.: The influence of Pauli blocking is studied in these figures. Panel a) shows the scattering phase shift of the full scattering matrix as compared to the one of the bare potential. The dependence on $\rho$ has to be understood such, that $q = k_F$. In panel b) the vertex renormalization is shown. It nicely coincides with the shape of the vertex functionals used in DDRH, see fig. 4.1.
Part II.

Hypernuclear Structure
7. Hypernuclear Physics

The field of hypernuclear physics was started by the observation of a “strange” event in a balloon based cosmic ray emulsion experiment [Danysz53], where a nuclear decay had been observed which could not be explained by standard nuclear physics known at that time. An explanation of this event was found in the decay of a Λ hyperon, which must have been produced by cosmic rays, inside a normal nucleus. Triggered by the first curiosity, it turned out that hypernuclei are excellent laboratories to study all kinds of nuclear and hadron physics effects related to strangeness in a nuclear environment.

Although the Λ couples weakly to the nucleus, it is still bound. Since there is in addition no Pauli blocking for the Λ, it qualifies as a quasi non-invasive experimental probe of the nucleus, in which it is embedded. From the theoretical side hypernuclei are also very interesting objects to study, since they are an extension of the isospin systematics into the strangeness $S \neq 0$ regime and thus a tool to probe the validity of SU(3) symmetry for the baryon-baryon couplings. Since one expects a global systematics of baryon baryon interactions, their understanding will also help, e.g., in the modeling of nuclei far off stability, for which the coupling mechanisms may not be accessible experimentally. Knowing, however, the global features, it will also reduce the ambiguity in the description of dripline nuclei.

![Figure 7.1: Hypernuclei show down to the s-shell a very clean single particle excitation spectrum. In contrast to the single particle spectra of normal nuclei, in which only the lowest excitations show single particle nature due to strong correlations, the Λ hyperon moves freely in a mean-field, generated by the surrounding nucleus. The figure shows recent $\pi^+ (A,\Lambda A) K^+$ spectra [Hotchi01], obtained in pion induced production of hypernuclei (see sec. 7.1).](image)

In hypernuclear experiments it was soon found, that Λ hypernuclei exhibit an impres-
sive single particle structure of the Λ spectrum as is displayed in fig. 7.1. In the most recent experiments, besides a sharp 1s peak even the spin-orbit splitting can be seen down to the p-shell (see sec. 8). From this observation it can be concluded, that the Λ hyperons occupy almost ideal quasi-particle configurations, produced by the surrounding nucleus. The presence of sharp single particle peaks even at central nuclear density also answers a long standing question about the correct degrees of freedom in nuclear physics: The relevant structures are still the baryons, not the quarks. If the Λ would dissolve at densities below nuclear saturation density already, no s-shell single particle peak or anything like that could appear in experiments.

Another congestion concerning the appropriate degrees of freedom for multibaryon states, especially those involving strangeness, are the strangelets. These quasi-hadronic multi-quark systems, for which the baryon bag model provides some evidence of their actual existence, may, at least theoretically, be the actual ground state of hadronic matter. The argument goes such, that the total energy of a bag of \( n/3 \) up, down and strange quarks may be less than the total energy of a bound hadronic system made up from \( n/3 \) baryons. Opening a new Fermi-well with the appearance of strange quarks could overcompensate its higher mass by a gain in kinetic energy. The lightest proposed strangelet is the H dibaryon [Jaffe77], a system, which, concerning its quark content, equivalent to the \( \Lambda \Lambda \) system. Thus the observation of double \( \Lambda \) hypernuclei provides direct access to observables, which can prove or disprove the existence of the H. The most recent high precision experiments performed at KEK (see sec. 7.1) do not provide any evidence for its existence, but can neither rule it out.

A different ground state of baryonic matter from that observed in nuclei, which undoubtedly exists in nature, is hypermatter. When exceeding nuclear saturation density, the appearance of hyperons becomes favorable at some point. That this is not a purely theoretical game is known from astrophysics of compact starts. What is known as neutron stars, and for a long time – even until now – was treated as such, are rather hyperstars, consisting of a mixture of nucleons and hyperons in \( \beta \) equilibrium [Hofmann01a, Schaffner-Bielich00], the heavier ones probably even with a quark matter core [Schertler00]. For the understanding of these compact stellar objects the input of hypernuclear physics is indispensable, since there we find hyperons embedded in a baryonic medium and can study their interactions.

### 7.1. Hypernuclear experiments

The most common way to produce and study hypernuclei experimentally is by meson induced strangeness exchange or strangeness production reactions on a nuclear target, combined with a missing energy spectroscopy. A sketch of this process is displayed in fig. 7.2. A \( \pi^+ \) or \( K^- \) beam of defined energy is shot onto a target, in which it converts a neutron into a Λ hyperon by turning itself into \( K^+ \) or \( \pi^- \), respectively. The elementary processes on the quark level are

\[
\begin{align*}
\pi^+(\bar{u}d) + n(udd) & \longrightarrow K^+(u\bar{s}) + \Lambda(uds) \\
K^-(\bar{u}s) + n(udd) & \longrightarrow \pi^-(\bar{u}d) + \Lambda(uds)
\end{align*}
\]
7.1. Hypernuclear experiments

Figure 7.2.: In the mesonic production of hypernuclei a pion (kaon) beam of defined energy is shot onto a nuclear target. On a neutron the meson is scattered inelastically converting it into a $\Lambda$ hyperon. The outgoing kaon (pion) is then sent through a spectrometer in which a missing energy measurement is performed.

The outgoing debris is searched for kaons or pions of which the momentum is then determined in a spectrometer. The energy of the outgoing kaon is given by

$$E_K = E_\pi + \left(-|B_n| + M_n\right) + \left(|B_\Lambda| - M_\Lambda\right),$$

(7.3)

where $B$ is the binding energy of the respective baryon and $M$ is its mass. Gating now on $-30 \text{ MeV} < B_\Lambda < 5 \text{ MeV}$ the whole region of bound $\Lambda$ states is recorded. According to eq.(7.3) one would have to somehow determine the quantum numbers of the neutron hole in the exit channel. In the actual analysis of such experimental data, it is, however, assumed, that the core nucleus remains in the ground state, i.e., the elementary reactions, eq.(7.1) and eq.(7.2), occur on the valence neutrons only. Therefore

$$-B_\Lambda = M(\Lambda^{-1}Z) + M_\Lambda - M(\Lambda Z).$$

(7.4)

Though this assumption seems wild, the experimental data, showing sharp peaks, seem to support it, see fig. 7.1.

Experiments of this type have been performed at CERN, BNL and KEK (e.g. [Hotchi01, Nagae01, Hasegawa96, Ajimura95, Pile91]). The only remaining active facility which still produces high resolution spectra, see, e.g., [Hotchi01], is the SKS spectrometer at KEK.

Kaon spectrometers, as the SKS, have an energy resolution which is at best slightly below 2 MeV. This is, compared to the typical level spacing in hypernuclei, insufficient. As an improvement, electroproduction experiments of hypernuclei have been started at JLAB [Tang01, Dohrmann]. The elementary reaction

$$e + p(udd) \rightarrow e' + \Lambda(uds) + K^+(u\bar{s})$$

(7.5)

has two outgoing particles which need to be measured. With an upgrade of their spectrometers the JLAB collaborations promise a resolution of 350 keV and better, which
would be a big step forward. Similar experiments are in preparation at the MAMI-C facility in Mainz.

The state of the art technique in nuclear spectroscopy is to use germanium gamma detectors. This has also been applied in recent experiments to study de-excitations of Λ hypernuclei, supplementing the meson induced spectroscopy. In experiments at KEK and BNL resolutions have been reached as good as several keV, see e.g. [May97, Kohri02]. In these experiments a wealth of information on the fine structure of light hypernuclei has been obtained. In particular a very small spin-orbit splitting has been found for the Λ levels. The spin-orbit splitting problematics in Λ hypernuclei is discussed in detail in sec. 8. A complementary approach to spectroscopy on the internal structure of hypernuclei is the measurement of neutrons, emitted in coincidence with a transition of a Λ inside the hypernucleus. A resolution for the neutron spectroscopy of better than 50 keV is projected for the JLAB experiment [Margaryan00]. It is especially for intermediate and high mass hypernuclei an alternative to γ spectroscopy, because a fairly huge background of gammas has to be expected in these mass regions. The hypernuclear Auger effect is described in detail and discussed with respect to our model calculations in sec. 9.

In the search for double Λ hypernuclei, as e.g. at KEK, the production goes via an intermediate Ξ state,

$$K^{-}(\bar{p} s) + p(uud) + p(uud) \longrightarrow K^{+}(u\bar{s}) + \Xi^{-}(dss) + p(uud) \longrightarrow \Lambda(uds) + \Lambda(uds)$$

Since the Ξ is produced with a large momentum, it first has to travel through the target before it is captured by a nucleus, which then turns into a double Λ hypernucleus. From the BNL a mass production of $^6_\Lambda\Lambda$He was reported [Ahn01], which, however, revealed not much more than the existence of that double Λ hypernucleus. In a very complicated experiment at KEK an electronic tracking and emulsion hybrid detector was used for the exact reconstruction of the production of double Λ hypernuclei [Takahashi01]. One single double Λ hypernucleus was found, again a $^6_\Lambda\Lambda$He, from which the ΛΛ correlation energy could be extracted. For the GSI future facility FAIR the production of double Λ hypernuclei by a $pp \rightarrow \Xi\Xi$ reaction is proposed. The double Λ hypernucleus will then be implanted in a scintillator for a subsequent spectroscopy of de-excitations and decay.

### 7.2. Hypernuclear theory

The theoretical description of hypernuclei is a strong domain of RMF models for a long time, since these relatively simple calculations yield very good results due to the excellent mean-field characteristics of hypernuclei, as discussed in the previous sections. Also shell model calculations were applied, see, e.g., [Millener01], which are, however, numerically quite involved and rely on the knowledge of two-body matrix elements involving one or two hyperons. In the meson exchange RMF models the structure of all sorts of hypernuclei, Λ, Σ and multiple strange systems, were studied and the description of data is excellent [Rufa87, Rufa90, Vretenar98, Marcos98, Glendenning93].
A great disadvantage of these RMF models is its use of effective couplings which are largely unknown. In all these calculations SU(3) relations have been applied, which, however, deserve a closer inspection and independent justification, as these are only well defined for the bare couplings, the parameters of the Lagrangian (see the discussion in sec. 9.3). Our own microscopic DDRH approach to hypernuclei [Keil00], that partly cures these problems, will be presented in sec. 4.2.1.

All modern microscopic approaches to hypernuclear structure in the literature are based on the Nijmegen YN interaction models [Rijken99, Stoks99]. Especially several japanese groups are very active in that field, modeling light hypernuclei in different coupled cluster approaches [Hiyama03, Hiyama02, Nemura02, Hiyama00]. Very good results are obtained in these calculations in comparison to data. These models rely however on an inert cluster structure of the hypernuclei. Besides this, the interaction between clusters themselves and between clusters and hyperons has to be generated in an additional step from the microscopic interaction. These are calculated usually from a phase shift equivalent, separable representation of the original meson exchange potential. Especially for reproducing the spin-orbit splitting, additional interactions have to be introduced, sometimes motivated by quark models. Calculations for light single and double hypernuclei \((a \leq 4)\) which are very similar in spirit to the ones just described have been performed in the Fadeev-Yakubovsky framework [Filikhin04, Filikhin02, Nogga02].

Meanwhile also ab initio calculations of light hypernuclei, also based on the Nijmegen potentials, exist, including explicitly the \(\Sigma\) as intermediate state [Nemura02]. In the calculations of \(^5\Lambda\)He it was found, that not only the \(\Lambda\Sigma\) mixing plays a important role in leading to a stronger binding, but also the \(^4\)He core is substantially affected by the presence of the \(\Lambda\).
8. Spectra of Hypernuclei with High-Spin Core States

The quality of hypernuclear spectroscopy has significantly improved in the past years, allowing to extract informations on the underlying baryon-baryon interaction on a much more precise level than before. Recent data published from a KEK SKS experiment [Hotchi01] showed Λ single particle peaks in intermediate mass hypernuclei being broader than the experimental resolution. As an explanation the collaboration suggested a fairly large spin-orbit splitting of 1–2 MeV, which is in contrast to experiments performed on, e.g., $^{13}$C [Kohri02] that found a Λ 1p shell splitting of $152\pm90$ MeV. Trying to reproduce the extracted Λ excitation spectrum within DDRH calculations by adjusting the Λω and $\Lambda\sigma$ coupling constants, the spectral structure turned out to be incompatible with the dynamical model used in our calculations. As a possible source for the conflicting results we have investigated to what extent the Λ spectra are affected by a non-vanishing core spin. This is a particular problem in the popular cases $^{89}\Lambda$Y and $^{51}\Lambda$V, in which the nuclear cores carry ground-state spins of $J^{\pi}=4^{-}$ and $J^{\pi}=6^{+}$, respectively [NNDC]. For a further more detailed analysis we took the extremely high core spin$^{1}$ of the hypernuclei $^{89}\Lambda$Y and $^{51}\Lambda$V ($J^{\pi}=4^{-}, 6^{+}$, respectively) into account in a reanalysis of the measured Λ spectrum. This is described in sec. 8.3. It turns out, that the s.o. splitting extracted this way is consistent with the $^{13}$C data.

The small spin-orbit splitting suggests, that the tensor interaction, which is required by SU(6) symmetry and reduces the spin-orbit splitting, is at work. Using DDRH calculation, we also tried to reproduce the new spectrum by taking also into account the tensor force, see sec. 8.4, which now works perfectly. It was, however, found, that the tensor force does not play any role!

8.1. The conventional data analysis

In an experiment at the KEK-SKS kaon spectrometer Hotchi et al. [Hotchi01] performed a missing energy spectroscopy in the $A(\pi, K)_{A}A$ reaction, see sec. 7. As targets $^{89}$Y and $^{51}$V were used, the experimental spectra are displayed in fig. 8.4.

Since the width of the orbital angular momentum shell peaks are broader than the experimental resolution of 1.65 MeV with an increasing width of the peaks for increasing orbital angular momentum, they attributed this to spin-orbit splitting. However, the reliability of this assumption is worth to be discussed. To extract the actual single particle spectrum the following ansatz was chosen: The s-shell peak was modeled by a single

---

$^{1}$With core spin we denote the ground state spin of the strangeness-free core nucleus.
Gaussian, the other orbitals by two gaussians. As width the experimental resolution was taken; the center positions of the Gaussians and the weights were left open. This yields

\[ F_1(E) = a_0 G(E - b_0, \sigma_{Exp}) + \sum_l (a_l^L G(E - b_l^L, \sigma_{Exp}) + a_l^R G(E - b_l^R, \sigma_{Exp})) \]  

(8.1)

with the normalized Gaussian

\[ G(x, \sigma) = \frac{1}{\sigma \sqrt{2\pi}} \exp\left(-\frac{x^2}{2\sigma^2}\right) \] 

(8.2)

The background between the peaks was interpreted as resulting from core excitations, which should in principle produce a shifted image of the original spectrum with reduced strength, but was only accounted for by additional Gaussian functions filling the gaps

\[ F_2(E) = A_0 G(E + \delta B - b_0, \sigma_{Exp}) + \sum_l A_l G(E + \delta B - b_l, \sigma_{Exp}) \]  

(8.3)

As shift they determined \( \delta B = 4.18 \pm 0.07 \text{ MeV} \) for \(^{89}\Lambda Y\) and \( \delta B = 3.3 \pm 0.2 \text{ MeV} \) for \(^{51}\Lambda V\). The fit results are displayed in tab. 8.1.

<table>
<thead>
<tr>
<th>E [MeV ]</th>
<th>(^{89}\Lambda Y)</th>
<th>(^{51}\Lambda V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s(_{1/2})</td>
<td>23.11 ± 0.10</td>
<td>19.97 ± 0.13</td>
</tr>
<tr>
<td>1p(_{3/2})</td>
<td>17.10 ± 0.08</td>
<td>11.90 ± 0.17</td>
</tr>
<tr>
<td>1p(_{1/2})</td>
<td>15.73 ± 0.18</td>
<td>10.57 ± 0.15</td>
</tr>
<tr>
<td>1d(_{5/2})</td>
<td>10.32 ± 0.06</td>
<td>3.55 ± 0.14</td>
</tr>
<tr>
<td>1d(_{3/2})</td>
<td>8.69 ± 0.13</td>
<td>1.55 ± 0.11</td>
</tr>
<tr>
<td>1f(_{7/2})</td>
<td>3.13 ± 0.07</td>
<td></td>
</tr>
<tr>
<td>1f(_{5/2})</td>
<td>1.43 ± 0.07</td>
<td></td>
</tr>
</tbody>
</table>

Table 8.1.: Single particle energies of \(^{89}\Lambda Y\) and \(^{51}\Lambda V\) as extracted by Hotchi et al.

### 8.2. Hyperon-nucleon coupling constants in medium-mass nuclei

In sec. 4.3 we discussed the systematics of RMF for single \( \Lambda \) hypernuclei. Following that discussion, we are now able to unambiguously fix the scaling factors \( R_\sigma \) and \( R_\omega \) since the experimentally obtained spectra contain all the necessary fine structure.

To determine the scaling factors \( R_\sigma \) and \( R_\omega \) from the data, we used a \( \chi^2 \) procedure, minimizing the sum over the squared deviation of calculated single particle energies \( E_i^{th} \) from experimental single particle energies \( E_i^{ex} \), weighted by the inverse square of the respective experimental error \( \Delta E_i^{ex} \)

\[ \chi^2 (R_\sigma, R_\omega) = \sum_i \left( \frac{E_i^{ex} - E_i^{th} (R_\sigma, R_\omega)}{\Delta E_i^{ex}} \right)^2 \]  

(8.4)
It turns out, that $R_\sigma$ and $R_\omega$ are very strongly and exactly linearly correlated. Away from this “valley of best fit” in the $R_\sigma$–$R_\omega$ plane, the $\chi^2$ value rises instantaneously by orders of magnitude. It is therefore sufficient to keep the following discussion and figures restricted to the behavior of the single particle spectra with respect to $R_\omega$.

Figure 8.1.: This figure shows the attempt to reproduce the single particle energies of $^{89}\Lambda Y$ as deduced by [Hotchi01] from their experimental data in DDRH calculations by adjusting the $\sigma$ and $\omega$ coupling constants. The spectrum extracted by Hotchi et al. (ladder lines; the width of each line gives the respective experimental error) obviously has a different systematics in level spacing as compared to our calculations (solid lines). Neither the DDRH nor the NL3 model is able to describe the data.

Trying to fix the scaling factors with respect to the “experimental” spectra, it turned out that neither the gross structure of the spectra, given by the centroids of the spin-orbit doublets, nor their fine structure could be satisfactorily explained in RMF calculations. Calculations have been performed with the DDRH model and also with the phenomenological NL3 model [Lalazissis97], where the latter did even worse. Fig. 8.1 shows the evolution of the $\Lambda$ single particle spectra with respect to $R_\omega$ in comparison to the $^{89}\Lambda Y$ data. For the DDRH calculations we show a region in the figure in which $\chi^2 < 1.5$ was obtained, for NL3 we get everywhere $\chi^2 > 3$. Although these numbers do not seem too
bad, the description of the inter-level spacings is completely off. The analysis of Vanadium revealed even poorer results concerning the structural description (The $\chi^2$ are low due to a larger error.). The total finding is shown in tab. 8.2.

<table>
<thead>
<tr>
<th>$^{89}\Lambda Y$</th>
<th>$R_s(\chi^2_{\text{min}})$</th>
<th>$R_\omega(\chi^2_{\text{min}})$</th>
<th>$\chi^2_{\text{min}}$</th>
<th>$^{51}\Lambda V$</th>
<th>$R_s(\chi^2_{\text{min}})$</th>
<th>$R_\omega(\chi^2_{\text{min}})$</th>
<th>$\chi^2_{\text{min}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>DDRH</td>
<td>0.51</td>
<td>0.57</td>
<td>1.3</td>
<td>DDRH</td>
<td>0.70</td>
<td>0.81</td>
<td>0.6</td>
</tr>
<tr>
<td>NL3</td>
<td>0.55</td>
<td>0.58</td>
<td>2.9</td>
<td>NL3</td>
<td>0.47</td>
<td>0.49</td>
<td>4.9</td>
</tr>
</tbody>
</table>

Table 8.2.: Results of the determination of coupling constants from the original data.

### 8.3. Reexamination of $^{89}\Lambda Y$ and $^{51}\Lambda V$ data

Looking more closely at the known substructure of the two hypernuclei, one finds that the core spin is huge. As core nuclei we have $^{88}Y$ with $J^\pi = 4^- \text{ and } ^{50}V$ with $J^\pi = 6^+$. Obviously one needs to examine to which extent the high-spin core-states will affect the $\Lambda$ single particle spectrum. We model the spin dependent part of the interaction Hamiltonian describing such a system by the following intuitive and simple ansatz:

$$H_j = E_{ls} \mathbf{l} \cdot \mathbf{s} + E_{Ij} \mathbf{I} \cdot \mathbf{j}$$  \hspace{1cm} (8.5)$$

which accounts for the $\Lambda$-core interactions by a spin-spin interaction. Above, $\mathbf{l}$, $\mathbf{s}$, $\mathbf{j}$ are, respectively, orbital angular momentum, spin and total angular momentum of the $\Lambda$ state and $\mathbf{I}$ denotes the spin of the nuclear core. It is assumed that on top of the usual spin-orbit interaction with a constant interaction matrix element $E_{ls}$ we have an interaction between the single particle state’s total angular momentum and the core spin, also with a constant matrix element $E_{Ij}$. If this assumption is reasonable, it should turn out that the latter is a lot smaller than the spin-orbit interaction matrix element, as is found in other systems.

Following [Hotchi01] we model the broad single particle peaks by a superposition of two Gauss functions. However, in our case we correlate these two gaussians by constraints obtained from the assumed spin dependent matrix element of the interaction Hamiltonian, eq.(8.5):

$$\langle E_j \rangle = E_{ls} \langle \mathbf{l} \cdot \mathbf{s} \rangle + E_{Ij} \langle \mathbf{I} \cdot \mathbf{j} \rangle$$  \hspace{1cm} (8.6)$$
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![Diagram of Model Construction](image)

**Figure 8.3.** Model construction of an unresolved spin-orbit split single particle peak in which the individual doublet states are broadened due to interaction with the core spin. The relative strength of the peaks is fixed by their degeneracy $2j + 1$.

We shall attribute the spacing of the two Gaussians to the spin-orbit splitting, whereas their width is fixed by the $IJ$ interaction. Using the normalized gaussian, eq.(8.2), we obtain for the description of the spectral structure produced by an angular momentum doublet

$$G_l(x) = 2(l + 1) G(x - E_{l^+}, \sigma_{l^+}) + 2l G(x - E_{l^-}, \sigma_{l^-}) \quad (8.7)$$

The relative weights of the two Gaussians are fixed by the degeneracy factors $2j + 1$ of the $j = l + 1/2$ and $j = l - 1/2$ states, denoted by $l^+$ and $l^-$, respectively in eq. (8.7).

The energies of the $l$ doublet are according to eq. (8.6) given by

$$E_{l^+} = E_l - E_{ls} \frac{1}{2}(l + 1); \quad E_{l^-} = E_l + E_{ls} \frac{1}{2}l, \quad (8.8)$$

where $\langle I \cdot s \rangle$ is evaluated through

$$\langle j^2 \rangle = \langle (l + s)^2 \rangle = \langle I^2 \rangle + \langle s^2 \rangle + 2 \langle I \cdot s \rangle$$

$$\Rightarrow \langle I \cdot s \rangle = \frac{1}{2} (j(j + 1) - l(l + 1) - s(s + 1)) \quad (8.9)$$

The width of the gaussians is fixed according to the spin-spin matrix element as

$$\sigma_{l^+} = E_{IJ} 2I(l + 1); \quad \sigma_{l^-} = E_{IJ} 2Il \quad (8.10)$$

The expectation value $\langle I \cdot j \rangle$ is evaluated in analogy to eq.(8.9). According to our assumptions $E_{ls}$ and $E_{IJ}$ are the same for each orbit. Furthermore, the elementary
matrix elements $E_{ls}^0$ and $E_{Ij}^0$ for spin-orbit and spin-spin interaction, respectively should be identical for all nuclei. Since the spin-orbit interaction is surface dominated, whereas the spin-spin interaction is mainly a volume effect, we model the relation between the elementary matrix elements and those for finite nuclei as

$$E_{ls}(A) = \frac{E_{ls}^0}{A^{2/3}}, \quad E_{Ij}(A) = \frac{E_{Ij}^0}{A} \quad (8.11)$$

These relations should only be taken as a rough guideline and will only be applied to constrain the fit parameters of Vanadium further, since the structure of this spectrum is not sufficiently pronounced to yield a conclusive fit. In fig. 8.3 an illustration of the spectral structure model for an orbital angular momentum shell is shown.

The complete spectrum is then modeled by a sum over all bound orbitals

$$G_{tot}(x) = \sum_l w_l G_l(x) \quad (8.12)$$

with free parameters $\{E_l, \{w_l\}, E_{ls}, E_{Ij}\}$.

In between the orbital shell peaks there is a signal above background observed. Following [Hotchi01] we also attribute this to a core excitation and model this contribution by adding $w_c G_{tot}(x - E_c)$ to $G_{tot}$. $E_c$ is the excitation energy of the core, $w_c$ accounts for the excitation strength. This produces an additional image of the Λ single particle spectrum, reduced in strength and shifted by $E_c$ to higher energies.

Fitting the $^{89}\Lambda Y$ spectrum it turns out, that restricting the degrees of freedom in the fit by eq. (8.6) leads to a substantial reduction of uncertainty in the parameters while still keeping a very low mean deviation from the data. This may be taken as an indication that all physics relevant at this level of accuracy is taken into account. In the next step the model parameters of $^{51}\Lambda V$ were extracted. Due to the low statistics it is necessary to introduce additional constraints for the parameters.

By these relations $E_{ls}$ and $E_{Ij}$ are translated from the $^{89}\Lambda Y$ fit result to $^{51}\Lambda V$. There they are used as as fixed constants during fit to reduce uncertainties. The fit results are displayed in fig. 8.4 and the according parameters are given in tab. 8.3. The errors given are the standard errors of the applied Levenberg Marquard algorithm, describing the possible variation of the respective parameter. By the errors one can see that the Yttrium data nicely constrain the parameters while the Vanadium spectrum, due to lower statistics, does not show sufficiently pronounced structures to tightly constrain the model parameters. From the fit parameters the Λ single particle spectra can be reconstructed according to our model assumptions, eq. (8.8). The final spectra are given in tab. 8.4.

Let us now shortly discuss the reliability of the extraction procedure. Considering the degree of correlation between the model parameters in the fitting procedure yields an estimate if all important relations that may exist between the parameters are taken into account. This is the case describing the spectral function of $^{89}\Lambda Y$. In addition the fit leads to an excellent result, so that we may conclude that the approach accounts for the relevant physical degrees of freedom governing this system. In the case of $^{51}\Lambda V$ the description of the spectrum is also rather well, the parameters are, however, highly correlated. We attribute this to the low statistics in the latter spectrum.
Figure 8.4.: The figure shows our reanalysis of the missing energy spectra obtained by [Hotchi01], taking into account $l_s$ systematics and the effect of the high core spins in $^{89}\Lambda Y$ and $^{51}\Lambda V$. 
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#### Table 8.3.: Parameters extracted for $^{89}\Lambda Y$ and $^{51}\Lambda V$. $E_i$ ($i = s, p, d, f$) denote the centroid energies of the respective angular momentum shells, $E_{ls}$ and $E_{IJ}$ are the spin interaction matrix elements and $E_c$ is the energy of the core excitation. The $w$ correspond to the respective excitation strengths.

<table>
<thead>
<tr>
<th></th>
<th>$^{89}\Lambda Y$</th>
<th>$^{51}\Lambda V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_s$</td>
<td>-22.94 ± 0.66 MeV</td>
<td>-19.79 ± 1.22 MeV</td>
</tr>
<tr>
<td>$E_p$</td>
<td>-16.79 ± 0.66 MeV</td>
<td>-11.48 ± 1.11 MeV</td>
</tr>
<tr>
<td>$E_d$</td>
<td>-9.93 ± 0.66 MeV</td>
<td>-2.22 ± 1.06 MeV</td>
</tr>
<tr>
<td>$E_f$</td>
<td>-2.60 ± 0.66 MeV</td>
<td>-</td>
</tr>
<tr>
<td>$w_s$</td>
<td>0.22± 0.05</td>
<td>0.69± 1.04</td>
</tr>
<tr>
<td>$w_p$</td>
<td>0.25± 0.02</td>
<td>1.02± 1.52</td>
</tr>
<tr>
<td>$w_d$</td>
<td>0.45± 0.02</td>
<td>1.76± 2.61</td>
</tr>
<tr>
<td>$w_f$</td>
<td>0.55± 0.03</td>
<td>-</td>
</tr>
<tr>
<td>$E_{ls}$</td>
<td>222.7±152.7 keV</td>
<td>283.0 keV</td>
</tr>
<tr>
<td>$E_{IJ}$</td>
<td>61.3± 2.5 keV</td>
<td>106.0 keV</td>
</tr>
<tr>
<td>$E_c$</td>
<td>2.83± 0.12 MeV</td>
<td>1.36 MeV</td>
</tr>
<tr>
<td>$w_c$</td>
<td>0.50</td>
<td>0.30</td>
</tr>
</tbody>
</table>

#### Table 8.4.: Λ single particle spectrum of $^{89}\Lambda Y$ and $^{51}\Lambda V$ when taking into account the Λ-core spin-spin coupling effect.

<table>
<thead>
<tr>
<th></th>
<th>$^{89}\Lambda Y$</th>
<th>$^{51}\Lambda V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1s_{1/2}$</td>
<td>-22.94 ± 0.64 MeV</td>
<td>-19.8 ± 1.4 MeV</td>
</tr>
<tr>
<td>$1p_{3/2}$</td>
<td>-17.02 ± 0.07 MeV</td>
<td>-11.8 ± 1.3 MeV</td>
</tr>
<tr>
<td>$1p_{1/2}$</td>
<td>-16.68 ± 0.07 MeV</td>
<td>-11.4 ± 1.3 MeV</td>
</tr>
<tr>
<td>$1d_{5/2}$</td>
<td>-10.26 ± 0.07 MeV</td>
<td>-2.7 ± 1.2 MeV</td>
</tr>
<tr>
<td>$1d_{3/2}$</td>
<td>-9.71 ± 0.07 MeV</td>
<td>-1.9 ± 1.2 MeV</td>
</tr>
<tr>
<td>$1f_{7/2}$</td>
<td>-3.04 ± 0.11 MeV</td>
<td></td>
</tr>
<tr>
<td>$1f_{5/2}$</td>
<td>-2.26 ± 0.11 MeV</td>
<td></td>
</tr>
</tbody>
</table>
The extracted parameters, which are not connected specific properties of Yttrium and Vanadium have to be in agreement with other experiments. Especially the two core excited states should appear also in experiments devoted to the core nuclei. For both, $^{88}\text{Y}$ and $^{50}\text{V}$, data exist and may be found in the NNDC nuclear data base [NNDC]. In both cases there are excitations observed in one neutron stripping reactions starting from the next heavier isotope that lie in the region which was found to produce the background. From this at least a consistency with other nuclear data is assured. The other parameter which should be possible to check is $E_{ls}^0$. The definition in eq.(8.11) is very rough so only an accuracy within a factor of two should be expected. In translating the strength of the matrix element form Yttrium to Vanadium is not that critical since both nuclei are not very far apart in $A$ and a variation of $E_{ls}^0$ leads only to slight changes in the final result of the $^{51}\Lambda\text{V}$ spectrum. From $^{89}\Lambda\text{Y}$ we can extract

$$E_{ls}^0 = 4.44 \pm 3.04 \text{ MeV}. \quad (8.13)$$

This can be compared with the value that corresponds to the observations in high accuracy $\gamma$ spectroscopy on $^{13}\Lambda\text{C}$ [Kohri02]. They found the p-shell splitting in this hypernucleus to be $\Delta E_p = 152 \pm 90 \text{ keV}$. This yields $E_{ls}^0 = 0.56 \pm 0.33 \text{ MeV}$. Scaling the spin dependent interactions with respect to powers of $A$ is a rather crude assumption, especially in light nuclei, where effects beyond mean-field play an important role. Although there is no agreement within the error bars, the outcome may still be considered consistent.

The small spin-orbit splitting we found is, in contrast to what was found in [Hotchi01], in line with the findings in light hypernuclei, as indicated by the $\gamma$ spectroscopy on $^{13}\Lambda\text{C}$, and the expectations from SU(6) symmetry, which predicts an almost vanishing spin-orbit splitting.

8.4. Determination of the $\Lambda$ vertices in DDRH theory

From the just determined $\Lambda$ single particle spectra we will now determine the scaling factors for the scalar and vector couplings, as was already described in sec. 8.2. Since an intriguingly small spin-orbit splitting was found we will in addition introduce the tensor vertex that also couples the $\Lambda$ to the $\omega$ field, see sec. 4.2.1.

To extract the vertices we run a fit of $^{89}\Lambda\text{Y}$ and $^{51}\Lambda\text{V}$, where the weights of each single particle level are given by the inverse of the errors as given in tab. 8.4. First, the valleys of best fit are determined independently to get an impression about the consistency of the spectra. As already observed in the fit to the spectra obtained by [Hotchi01], a very strong correlation between $R_\sigma$ and $R_\omega$ is found, which is again used to simplify the representation of our results in figures. The valleys are displayed in fig. 8.5. An exactly linear correlation can be nicely seen. It is also obvious, that both correlations exactly coincide, indicating that the new spectral systematics may be described better by DDRH.

To determine the preferred set of scaling factors an interval of $0.1 \leq R_\sigma \leq 0.6$ for the electric couplings and $-1.5 \leq f/g \leq 1$ for the magnetic coupling was scanned. For the comparison with conventional RMF models also a calculation with NL3 was performed.
Figure 8.5.: Determining the scaling factors of the $\Lambda$ by performing a $\chi^2$ fit to hypernuclear data a very sharp and exactly linear correlation between $R_{\sigma}$ and $R_\omega$ is found. This figure shows the “valleys of best fit” for the fit of $^{89}_\Lambda$Y and $^{51}_\Lambda$V. One finds a nice agreement of both calculations, indicating a consistent and correct description.

Figure 8.6.: The $\chi^2$ deviation between experimental and calculated $\Lambda$ single particle spectra are displayed for a range of coupling parameters. Obviously the SU(6) values $f/g = -1$ and $R = \frac{2}{3}$ are ruled out.
The results for both calculations are shown in fig. 8.6 in terms of $\chi^2$ contours in the $R_\sigma$–$R_\omega$ plane. It seems that DDRH is more appropriate for the description of hypernuclear spectra, it reaches the lower chi-squared and finds a better constrained ideal region in the parameter plane. It is worthwhile noting that both models favor couplings deviating considerably from the commonly SU(6) values $f/g = -1$ and $R = \frac{2}{3}$. DDRH is even consistent with $f/g = 0$. The result we obtained for the best fit parameter set is

$$R_\sigma = 0.2525, \quad R_\omega = 0.2529, \quad f/g = 0 \quad (8.14)$$

In fig. 8.7 we show the evolution of the single particle levels with respect to $R_\sigma$. The solid lines represent $f/g = -0.5$, the dashed $f/g = 0$. The effect of the tensor coupling can be easily seen, it simply reduces the spin-orbit splitting. So one might expect that increasing the vector and scalar coupling along the valley of best fit keeps the centroids of the spin-orbit pairs in place while only the splitting increases which could be cured by the tensor interaction. However, increasing the $\sigma$ and $\omega$ coupling modifies the relative spacings between the levels, leading to a situation which can not be cured by reducing the splitting when pushing $f/g$ closer to $-1$. Thus only in sections I-III one obtains excellent agreement with data.

### 8.5. Consequencies and recommendation

Can we now rule out flavor symmetry relations for the coupling constants of baryon-baryon interaction models? Yes and no. As already discussed in sec. 5, the effective in-medium couplings are just not a place where one should expect that these relations are of any value. Values similar to the scaling factors here were found for the ratios between the respective Lorentz components of the full $\Lambda N$ and $NN$ in-medium interaction. Furthermore, flavor symmetry in hypernuclei is explicitly broken, since the baryonic medium is not SU(3) saturated. The couplings to which flavor symmetries should apply are the bare couplings which are relevant only in the Born diagrams of the one boson exchange kernel. What is used in RMF calculations is an effective interaction modified by resummations of scattering series and self-energy effects. In the iteration of the $T$-matrix the different meson exchange channels mix, depending on momentum and the composition of the surrounding medium. It is therefore indispensable to perform microscopic hypernuclear structure calculations to learn about the underlying symmetries.

In fig. 8.8 we present the $\Lambda$ single particle spectra for the whole mass range of nuclei obtained with the parameter set just extracted. The comparison with experimental data shows a good agreement over almost the complete mass range. Only for the light nuclei, where effects beyond mean-field are likely to become relevant some deviations are seen. Keeping in mind that we use a fully microscopic description of the core nucleus, this result has to be considered as a big success for the DDRH model. In addition to the calculations with the new parameter set we show single particle spectra obtained with our previous parameter sets, derived in [Keil00]. These were obtained by fixing $R_\sigma$ from a model for correlated $\pi\pi$ and $K\bar{K}$ exchange [Haidenbauer98] and $R_\omega$ by matching hypernuclear single particle spectra. There are two parameter sets, one for the intermediate and heavy mass and one for the low mass nuclei. Comparing the numerical values of the coupling
Figure 8.7.: The evolution of the single particle spectrum along the valley of best fit with respect to $R_\sigma$ is shown for $f/g = -0.5$ and $f/g = 0$. 
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Figure 8.8.: The \( \Lambda \) single particle spectrum for the whole mass region calculated with the parameter set extracted from the data by Hotchi et al. The calculations are compared to the world data set of hypernuclear single particle spectra which were all obtained in meson-nucleus missing energy spectroscopy. For comparison also calculations of our old parametrizations are shown.
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constants it is apparent how sensitive these calculations are to the exact interaction strength.

There is another point which we may learn from this fairly complicated analysis: hypernuclei of intermediate and heavy mass are crucial to understand the basic structure of hyperon-nucleon interactions, since they provide a clean, almost nuclear matter environment for a single hyperonic probe, in which blurring finite size effects are mostly absent. However, the nuclei one is going to study should be chosen carefully. In hypernuclei possessing a high core spin, which is the case for the discussed data, additional assumptions have to be made for extracting a single particle spectrum. There is a whole wealth of target nuclei, which also exists in sufficient abundance, where the conversion of a neutron into a Λ yields a $0^+$ core nucleus. A list of possible target materials is given in tab. 8.5.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{47}$Ti</td>
<td>7.4%</td>
<td>$^{84}$Cr</td>
<td>9.5%</td>
<td>$^{77}$Se</td>
<td>7.6%</td>
<td>$^{33}$Kr</td>
<td>11.4%</td>
</tr>
<tr>
<td>$^{87}$Sr</td>
<td>7.0%</td>
<td>$^{91}$Zr</td>
<td>11.2%</td>
<td>$^{95}$Mo</td>
<td>15.9%</td>
<td>$^{99}$Ru</td>
<td>12.8%</td>
</tr>
<tr>
<td>$^{101}$Ru</td>
<td>17.0%</td>
<td>$^{105}$Pd</td>
<td>22.3%</td>
<td>$^{111}$Cd</td>
<td>12.8%</td>
<td>$^{113}$Cd</td>
<td>22.3%</td>
</tr>
<tr>
<td>$^{117}$Sn</td>
<td>7.7%</td>
<td>$^{119}$Sn</td>
<td>8.6%</td>
<td>$^{128}$Te</td>
<td>7.0%</td>
<td>$^{129}$Xe</td>
<td>26.4%</td>
</tr>
<tr>
<td>$^{131}$Xe</td>
<td>21.2%</td>
<td>$^{137}$Ba</td>
<td>11.2%</td>
<td>$^{143}$Nd</td>
<td>12.3%</td>
<td>$^{145}$Nd</td>
<td>8.3%</td>
</tr>
<tr>
<td>$^{147}$Sm</td>
<td>14.9%</td>
<td>$^{149}$Sm</td>
<td>13.8%</td>
<td>$^{155}$Gd</td>
<td>14.8%</td>
<td>$^{157}$Gd</td>
<td>15.7%</td>
</tr>
<tr>
<td>$^{161}$Dy</td>
<td>18.9%</td>
<td>$^{163}$Dy</td>
<td>24.9%</td>
<td>$^{167}$Er</td>
<td>22.9%</td>
<td>$^{171}$Yb</td>
<td>14.3%</td>
</tr>
<tr>
<td>$^{173}$Yb</td>
<td>16.1%</td>
<td>$^{177}$Hf</td>
<td>18.6%</td>
<td>$^{183}$W</td>
<td>14.3%</td>
<td>$^{189}$Os</td>
<td>16.7%</td>
</tr>
<tr>
<td>$^{195}$Pt</td>
<td>33.8%</td>
<td>$^{199}$Hg</td>
<td>16.8%</td>
<td>$^{201}$Hg</td>
<td>13.1%</td>
<td>$^{207}$Pb</td>
<td>22.2%</td>
</tr>
</tbody>
</table>

Table 8.5.: Target elements for the $A(\pi, K)_A A$ reaction, which produce hypernuclei with a $J^\pi = 0^+$ nuclear core.

\(^2\text{possible in the eyes of a theoretical nuclear physicist.}\)
9. The Hypernuclear Auger Effect

A promising alternative for spectroscopy in medium and heavy mass hypernuclei is the observation of Auger neutrons, emitted during the de-excitation of the hypernucleus after the initial creation of a Λ in an excited single particle level. The hypernuclear Auger process was discussed first by Likar et al. [Likar86]. More recently, the idea has been revived and worked out in much more detail for an experiment proposal at JLAB [Margaryan00] and theoretically in [Keil02a].

![Figure 9.1. Schematic picture of the hypernuclear Auger effect: A Λ hyperon is de-excited into a lower single particle level, thereby transferring energy and momentum to a valence neutron which is emitted through this process.](image)

The hypernuclear Auger effect is the direct de-excitation of an excited Λ single-particle state in a hypernucleus by the emission of a neutron in close analogy to the well known atomic Auger effect where by the de-excitation of a single particle excitation in the electron cloud an electron is emitted, carrying away the excitation energy. In the hypernuclear Auger effect the energy spectrum of the emitted neutrons reflects the Λ single-particle level structure, folded with the neutron single-particle spectrum. The mechanism is schematically shown in figure 9.1. In order to occur, the separation energy of at least the Λ 1s-orbit must be larger than the separation energy of the valence neutron. Therefore, due to a much weaker Λ binding, as compared to the nucleons, the hypernuclear Auger effect appears with a strength sufficient for measurements only in intermediate and
heavy mass nuclei where neutron and Λ separation energies of comparable magnitude are available.

Already from this simplified picture, as illustrated in fig. 9.1, it is clear that a single transition of the Λ will yield a wealth of peaks in the neutron’s energy distribution, requiring a very careful analysis. For the proposed JLAB experiment [Margaryan00], a neutron energy resolution of better than 50 keV is envisaged. As nuclei to be studied in the experiment Pb and U are proposed. In this mass region it can yield valuable information about the Λ single particle spectra, possibly even resolving finer details as the spin-orbit splitting. One purpose of our studies is to investigate in a realistic model predictions for spectral distributions which may be used to estimate constraints on future measurements.

In this chapter we present our calculations of the hypernuclear Auger spectra within DDRH theory extending our previous work [Keil02a]. Section 9.1 describes the theoretical description of the hypernuclear Auger effect in the relativistic DDRH approach with density dependent meson-baryon vertices. In section 9.2 results are presented and possibilities to extract information from the extremely complex spectra are discussed.

9.1. Modeling the Hypernuclear Auger Effect

The emission of a neutron during the de-excitation of a Λ single particle state in a hypernucleus is described as a decay of an initial Λ single particle state into a 2 particle-1 hole configuration in which the Λ is coupled to a neutron particle-hole core excitation with an energy above the particle emission threshold. The nucleon and hyperon single particle states are obtained in relativistic mean-field (RMF) approximation. Residual interactions among the neutron particle-hole configurations are neglected, i.e. a description in terms of non-interacting quasiparticle description is used.

For the transition operator $V$, the one-boson-exchange parametrization of the full Dirac-Brueckner (DB) G-matrix with density dependent vertex functionals $\Gamma(\hat{\rho})$ [Fuchs95, Keil00, Lenske04] is used. It is the same interaction as applied in the structure calculation. Since the Λ hyperon is electrically neutral and an iso-scalar particle only the $\sigma$ and the $\omega$ mesons contribute:

$$V = \Gamma_{\sigma\Lambda}(\hat{\rho}_\Lambda) \frac{1}{q^2 - m_\sigma^2} \Gamma_{\sigma N}(\hat{\rho}_N) - \Gamma_{\omega\Lambda}(\hat{\rho}_\Lambda) \frac{1}{q^2 - m_\omega^2} \Gamma_{\omega N}(\hat{\rho}_N)$$ \hspace{1cm} (9.1)

Taking $|0\rangle$ to be our many-body ground state, assumed here as the $0^+$ ground state of a spherical nucleus, the initial state is in second quantization formulation given by $a_{\Lambda_\alpha}^{\dagger} |0\rangle$, where $a_{\Lambda_\alpha}^{\dagger}$ is the creation operator for a Λ state with the set of quantum numbers $\Lambda_\alpha$. In the final state the hyperon is attached to a particle-hole excited nuclear core. The excess energy and momentum is carried away by the emitted neutron occupying an unbound single particle continuum state in the nuclear mean-field potential:

$$\left[ a_{\Lambda_\alpha}^{\dagger} \otimes A_{n_3}^{\dagger} (j_{n_3} j_{n_3}^{-1}) \right]_{j_\beta m_\beta} |0\rangle = \sum_{m_{\Lambda_\beta} M_{n_\beta}} \langle j_{\Lambda_\beta} m_{\Lambda_\beta} J_{n_\beta} M_{n_\beta} | j_\beta m_\beta \rangle a_{\Lambda_\beta}^{\dagger} A_{n_\beta}^{\dagger} (j_{n_\beta} j_{n_\beta}^{-1}) |0\rangle$$ \hspace{1cm} (9.2)
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\( A_{n_\beta}^{\dagger} \) is the particle-hole excitation operator with angular momentum \( J_{n_\beta}, M_{n_\beta} \) defined through:

\[
A_{n_\beta}^{\dagger}(j, j') = \sum_{m, m'} \langle jmj'm| J_n M_n \rangle a_{jm}^{\dagger} \tilde{a}_{j'm'},
\]

(9.3)

where \( \tilde{a} = (-)^{j+m} a_{j-m} \) denotes a hole creation operator. In eq. 9.2 the \( a_{\Lambda_\beta}^{\dagger} \) and \( A_{n_\beta}^{\dagger} \) are coupled to total angular momentum \( j_\beta, m_\beta \).

The differential widths \( d\Gamma_{j_\Lambda n_\alpha} \) describing the decay of an initial \( \Lambda_\alpha \) state is determined by the transition matrix elements of the \( \Lambda N \) interaction \( V \):

\[
d\Gamma_{j_\Lambda n_\alpha} = \frac{1}{32\pi^2} \frac{1}{2 j_{\Lambda n_\alpha} + 1} \sum_{\{\gamma_1\}} |\langle 0| a_{\Lambda_\beta} \otimes A_{n_\beta}(j_{n_\beta}, j_{n_\beta}^{-1}) | j_{\beta m_\beta} \rangle|^2 \frac{[\vec{k}]^2}{M^2} d\Omega, \quad (9.4)
\]

where \( \{\gamma_1\} = \{m_{\Lambda_\alpha}, m_\beta, j_\beta, j_{n_\beta}, j_{n_\beta}^{-1} \} \) indicates the incoherent summation over degenerate initial and final sub-states, including the appropriate phase space factors [pdg] due to the neutron emerging with momentum \( \vec{k} \). \( M \) is the mass of the initial hypernucleus. The orthogonality and completeness relations of the Clebsch-Gordan coefficients [Brussaard] allow to convert this expression into the equivalent form of an incoherent sum over matrix elements of uncoupled states:

\[
d\Gamma_{j_\Lambda n_\alpha} = \frac{1}{32\pi^2} \frac{1}{2 j_{\Lambda n_\alpha} + 1} \sum_{\{\gamma_2\}} |\langle 0| a_{\Lambda_\beta} a_{n_\beta}^{\dagger} a_{n_\beta}^{-1} V a_{\Lambda_\alpha}^{\dagger} | 0 \rangle|^2 \frac{[\vec{k}]^2}{M^2} d\Omega , \quad (9.5)
\]

where \( \{\gamma_2\} = \{m_{\Lambda_\alpha}, m_\beta, m_{n_\beta}, m_{n_\beta}^{-1}, j_{\Lambda_\alpha}, j_{n_\beta}, j_{n_\beta}^{-1} \} \). From equations (9.4) and (9.5) it is seen that the Auger process is determined by nucleonic particle-hole fluctuations of the nuclear mean-field absorbing the energy-momentum transfer from the \( \Lambda \) transition. This structure becomes even more obvious by expressing the matrix elements in terms of the appropriate non-diagonal elements of \( \Lambda \) and nucleon one-body density matrices in momentum space:

\[
\langle 0| a_{\Lambda_\beta} a_{n_\beta}^{\dagger} a_{n_\beta}^{-1} V a_{\Lambda_\alpha}^{\dagger} | 0 \rangle = \int d^4q \rho_{\Lambda' \Lambda}(q) V(q) \rho_{n^{-1}n}(q) . \quad (9.6)
\]

Here, the transition densities \( \rho_{ij} \) are given by:

\[
\rho_{ij}(q) \equiv \int d^3xe^{iqx} \omega_\psi(x) \hat{\Gamma}\psi_j(x)
\]

\[
= \delta \left( (q^0 - (E_i - E_j)) \right) \int d\Omega \int d^2r^2 \left( \sum_{\mu,\lambda} (-)^\lambda Y_{\mu\lambda}^*(\hat{q}) Y_{\mu\lambda}(\hat{r}) j_\lambda(qr) \right) \overline{\psi}_i(r, \hat{r}) \hat{\Gamma}\psi_j(r, \hat{r})
\]

(9.7)

\( \hat{\Gamma} \) is either \( \hat{1} \) or \( \gamma^\mu \) for \( \sigma \)- and \( \omega \)-exchange, respectively. \( E_{i,j} \) are the single particle energies of the states \( \psi_{i,j} \). In the second line the spatial part of the plane wave is expanded into partial waves. A more detailed description of the evaluation of the matrix elements is given in appendix E.1. The wave functions and single particle energies \( E_{i,j} \) are taken from a DDRH calculation which is described is section 4.2.1.
9. The Hypernuclear Auger Effect

9.2. Results for the hypernuclear Auger effect

In our investigations we consider the hypernuclei $^{91}_{\Lambda}$Zr and $^{209}_{\Lambda}$Pb as representative examples for medium and heavy hypernuclei, respectively. The wave functions and single particle energies used for the evaluation of the matrix elements are calculated self-consistently by solving the DDRH field equations in relativistic mean-field (RMF) approximation. Details of the numerical approach and the model parameters are given in sec. 4.2.1 and [Keil00]. In the present application we need information on knocked-out, unbound neutron states. For that purpose the single particle continuum was discretized by enclosing the system in a huge box of size $R = 150 fm$. Since the spacing of the discretized continuum levels behaves as $\sim O(1/R^2)$ the use of such a large quantization volume ensures quasi-continuous energy spectra for the neutron scattering states, allowing to resolve single particle resonances and other continuum structures resulting from the calculations.

The continuum wave functions are calculated in the self-consistently obtained ground state mean-field potentials. Thus, final state interactions are taken into account on the level of static mean-field self-energies. The approach assures orthogonality of bound and unbound wave functions thus avoiding the unphysical non-orthogonality contributions inherent to phenomenological approaches.

Since the previous applications of the DDRH theory show that the experimental $\Lambda$ spectra are reproduced especially accurate in heavy nuclei our approach is well suited for the calculation of the Auger neutron spectra from $^{209}_{\Lambda}$Pb and $^{91}_{\Lambda}$Zr. Numerical values of the single particle energies for occupied neutron states and bound $\Lambda$ states are displayed in table 9.1.

9.2.1. $^{209}_{\Lambda}$Pb

Because of the high level density and moderate separation energies, heavy hypernuclei are most suitable for the Auger effect. However, at the same time these apparent advantages are, unfortunately, a potential source of problems for experimental work. The huge amount of combinatorial possibilities for transitions, illustrated in table 9.2 and indicated in figure 9.2 for the case of initially populating the $1g_{\Lambda}$-shell in $^{209}_{\Lambda}$Pb, leads to Auger spectra of a rather complicated shape, making in many cases an unambiguous identification of transitions and assignment of quantum numbers almost impossible.

The problem is apparent from figure 9.3 where the complete neutron emission spectrum from the $^{209}_{\Lambda}$Pb hypernucleus is displayed, summed over all energetically open $\Lambda$ levels. Experimentally, spectra of a similar structure have to be expected. In addition, state-dependent weighting factors from the production vertex of the initial $\Lambda$ state will be superimposed. From figure 9.3 and figure 9.2 it is obvious that experiments will be confronted with spectra of high complexity. Before observables of physical interest can be accessed the data will have to be analyzed in a more selective approach. From the discussion it is obvious that much of the structure will be produced by incoherent superpositions of contributions from the variety of orbitals in which the $\Lambda$ was initially produced. By a precise energy tagging of the produced kaon and gating on the outgoing electron (for the case of electromagnetic production of hypernuclei, as will be the case
Figure 9.2.: Level schemes of the Λ hyperons and neutrons that are involved in the hypernuclear Auger effect. The levels are displayed in the physical scale as shown in table 9.1. The bars mark the single particle levels involved by the de-excitation of an initial 1g-shell Λ. The maximum energy, released when the Λ drops down to the 1s-orbit, allows to emit neutrons from the $1\frac{1}{2}^{1/2}$ valence orbit down to the $2\frac{3}{2}$ or $3s\frac{1}{2}$ shells for the $1g_{7/2}$ and $1g_{9/2}$ initial states, respectively.
Figure 9.3.: Full spectrum of the Auger transition strengths in $^{209}\Lambda{}_{\Lambda}\text{Pb}$ including contributions by initial population of the 1$h$, 1$g$, 3$s$, 2$d$, 2$p$, 2$s$ and 1$f$ $\Lambda$ orbitals and their subsequent de-excitation by neutron emission.
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<table>
<thead>
<tr>
<th>( ^{206}_{\Lambda} \text{Pb} )</th>
<th>( \Lambda )</th>
<th>( E \text{ [MeV]} )</th>
<th>( n )</th>
<th>( E \text{ [MeV]} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s(_{1/2} )</td>
<td>-27.16352</td>
<td>1g(_{9/2} )</td>
<td>-27.67206</td>
<td></td>
</tr>
<tr>
<td>1p(_{3/2} )</td>
<td>-23.30941</td>
<td>1g(_{7/2} )</td>
<td>-24.97048</td>
<td></td>
</tr>
<tr>
<td>1p(_{1/2} )</td>
<td>-23.08789</td>
<td>2d(_{5/2} )</td>
<td>-21.91610</td>
<td></td>
</tr>
<tr>
<td>1d(_{5/2} )</td>
<td>-18.53900</td>
<td>2d(_{3/2} )</td>
<td>-20.61122</td>
<td></td>
</tr>
<tr>
<td>1d(_{3/2} )</td>
<td>-17.90826</td>
<td>3s(_{1/2} )</td>
<td>-19.86137</td>
<td></td>
</tr>
<tr>
<td>2s(_{1/2} )</td>
<td>-15.74262</td>
<td>1h(_{11/2} )</td>
<td>-18.56635</td>
<td></td>
</tr>
<tr>
<td>1f(_{7/2} )</td>
<td>-13.15220</td>
<td>1h(_{9/2} )</td>
<td>-14.83666</td>
<td></td>
</tr>
<tr>
<td>1f(_{5/2} )</td>
<td>-12.11529</td>
<td>2f(_{7/2} )</td>
<td>-12.70419</td>
<td></td>
</tr>
<tr>
<td>2p(_{3/2} )</td>
<td>-9.64314</td>
<td>2f(_{5/2} )</td>
<td>-10.93869</td>
<td></td>
</tr>
<tr>
<td>2p(_{1/2} )</td>
<td>-9.25724</td>
<td>3p(_{1/2} )</td>
<td>-10.32673</td>
<td></td>
</tr>
<tr>
<td>1g(_{9/2} )</td>
<td>-7.40907</td>
<td>3p(_{3/2} )</td>
<td>-9.64888</td>
<td></td>
</tr>
<tr>
<td>1g(_{7/2} )</td>
<td>-5.80963</td>
<td>1i(_{13/2} )</td>
<td>-9.41419</td>
<td></td>
</tr>
<tr>
<td>2d(_{5/2} )</td>
<td>-4.00386</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2d(_{3/2} )</td>
<td>-3.42605</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s(_{1/2} )</td>
<td>-3.09504</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1h(_{11/2} )</td>
<td>-1.56587</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 9.1.: DDRH results for \( \Lambda \) and neutron single particle energies entering the Auger-calculations.

<table>
<thead>
<tr>
<th>( ^{91}_{\Lambda} \text{Zr} )</th>
<th>( \Lambda )</th>
<th>( E \text{ [MeV]} )</th>
<th>( n )</th>
<th>( E \text{ [MeV]} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1s(_{1/2} )</td>
<td>-23.47681</td>
<td>1f(_{5/2} )</td>
<td>-19.36784</td>
<td></td>
</tr>
<tr>
<td>1p(_{3/2} )</td>
<td>-17.29138</td>
<td>2p(_{3/2} )</td>
<td>-18.77480</td>
<td></td>
</tr>
<tr>
<td>1p(_{1/2} )</td>
<td>-16.60878</td>
<td>2p(_{1/2} )</td>
<td>-17.35511</td>
<td></td>
</tr>
<tr>
<td>1d(_{5/2} )</td>
<td>-10.35182</td>
<td>1g(_{9/2} )</td>
<td>-11.59539</td>
<td></td>
</tr>
<tr>
<td>1d(_{3/2} )</td>
<td>-8.92933</td>
<td>2s(_{1/2} )</td>
<td>-7.39805</td>
<td></td>
</tr>
<tr>
<td>1f(_{7/2} )</td>
<td>-3.29197</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1f(_{5/2} )</td>
<td>-1.27159</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2p(_{3/2} )</td>
<td>-1.23856</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2p(_{1/2} )</td>
<td>-0.87765</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

at JLAB) it might be possible to determine the initial \( \Lambda \)-state accurately enough such that only the Auger-neutrons related to the de-excitation of that specific state can be recorded selectively in a coincidence measurement.

In this context, it is of interest to consider the Auger transitions on the limits of the energetically accessible range of states. Assuming energetically sharp states, i.e. the \( \Lambda \) and neutrons are in good quasiparticle configurations and damping effects are negligible, the present calculation predicts that the Auger process can only take place if the \( \Lambda \) initially is produced in the \( 2s^\Lambda \)-orbit or above (see table 9.1), because otherwise the \( \Lambda \) transition energies are less than the lowest neutron separation energy. Next to the \( 2s^\Lambda \)-orbit we find the doublet of \( 1f^\Lambda \)-states which is of interest because it allows to observe the \( \Lambda \) spin-orbit splitting, at least in principle. Since the energy window available from populating the \( 1f^\Lambda \)-orbits is still rather narrow the resulting Auger neutron spectrum is of a comparatively simple structure. In figure 9.4 results for the Auger spectra produced by the \( 1f_{7/2} \) and \( 1f_{5/2} \) states are compared. It is seen that in both cases only a small number of final states occurs. Even more, only the transitions to the \( 1i_{13/2} \) neutron-hole final state yield a significant strength. Thus it is even possible to clearly obtain the spin-orbit splitting of the \( 1f^\Lambda \)-shell. The prominent strength of this doublet is also fairly model independent. Considering the kinematically allowed phase space of this transition only, one might expect that wave function effects which are sensitive to the details of the interaction could strongly influence the relative strengths between the emission of the \( 1i \)- or \( 3p \)-shell neutrons, which are in energy almost degenerate (see
<table>
<thead>
<tr>
<th>final $\Lambda$ neutron-hole</th>
<th>$\Gamma_{1g_{9/2}} \times 10^{-2} keV$</th>
<th>$\Gamma_{1g_{7/2}} \times 10^{-2} keV$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1s_{1/2}$</td>
<td>$2d_{3/2}$</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$3s_{1/2}$</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$1h_{11/2}$</td>
<td>57.1</td>
</tr>
<tr>
<td></td>
<td>$1h_{9/2}$</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>$2f_{7/2}$</td>
<td>16.0</td>
</tr>
<tr>
<td></td>
<td>$2f_{5/2}$</td>
<td>9.1</td>
</tr>
<tr>
<td></td>
<td>$3p_{3/2}$</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>$3p_{1/2}$</td>
<td>1.8</td>
</tr>
<tr>
<td></td>
<td>$1i_{13/2}$</td>
<td>7.4</td>
</tr>
<tr>
<td>$1p_{3/2}$</td>
<td>$1h_{9/2}$</td>
<td>24.8</td>
</tr>
<tr>
<td></td>
<td>$2f_{7/2}$</td>
<td>45.3</td>
</tr>
<tr>
<td></td>
<td>$2f_{5/2}$</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>$3p_{3/2}$</td>
<td>17.3</td>
</tr>
<tr>
<td></td>
<td>$3p_{1/2}$</td>
<td>8.6</td>
</tr>
<tr>
<td></td>
<td>$1i_{13/2}$</td>
<td>137.8</td>
</tr>
<tr>
<td>$1p_{1/2}$</td>
<td>$1h_{9/2}$</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>$2f_{7/2}$</td>
<td>37.4</td>
</tr>
<tr>
<td></td>
<td>$2f_{5/2}$</td>
<td>11.2</td>
</tr>
<tr>
<td></td>
<td>$3p_{3/2}$</td>
<td>8.2</td>
</tr>
<tr>
<td></td>
<td>$3p_{1/2}$</td>
<td>8.1</td>
</tr>
<tr>
<td></td>
<td>$1i_{13/2}$</td>
<td>88.1</td>
</tr>
<tr>
<td>$1d_{5/2}$</td>
<td>$2f_{5/2}$</td>
<td>54.1</td>
</tr>
<tr>
<td></td>
<td>$3p_{3/2}$</td>
<td>32.9</td>
</tr>
<tr>
<td></td>
<td>$3p_{1/2}$</td>
<td>15.9</td>
</tr>
<tr>
<td></td>
<td>$1i_{13/2}$</td>
<td>9.4</td>
</tr>
<tr>
<td>$1d_{3/2}$</td>
<td>$2f_{5/2}$</td>
<td>$-$</td>
</tr>
<tr>
<td></td>
<td>$3p_{3/2}$</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td></td>
<td>$3p_{1/2}$</td>
<td>0.5</td>
</tr>
<tr>
<td></td>
<td>$1i_{13/2}$</td>
<td>1.2</td>
</tr>
<tr>
<td>$2s_{1/2}$</td>
<td>$3p_{1/2}$</td>
<td>$-$</td>
</tr>
</tbody>
</table>

Table 9.2.: Transitions contributing to the de-excitation of the $1g^\Lambda$-states. Transition widths for the $\Lambda$ initial states $1g_{9/2}$ and $1g_{7/2}$ are denoted by $\Gamma_{1g_{9/2}}$ and $\Gamma_{1g_{7/2}}$, respectively.
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Figure 9.4.: Decay widths of the Auger transition strengths in $^{209}_{\Lambda}Pb$ with an initial $1f$ $\Lambda$ state.
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table 9.1). Nevertheless, due to the high degeneracy of the $1i_{13/2}$ neutron-orbitals the multiplicity of these neutrons will be greatly enhanced. Therefore one can expect to observe in the de-excitation spectrum of a $1f^\Lambda$-state a clear line doublet belonging to the two spin-orbit partners of the $1f^\Lambda$ shell falling down to the $1s$ orbital and thereby knocking out the $1i_{13/2}$ neutron.

![Figure 9.5.](image)

Figure 9.5.: $\Lambda$ single particle energy spectra in $^{209}_{\Lambda}$Pb for the three different sets of coupling constants discussed in the text.

The general case is, however, more ambiguous. The doublet structure, which one might expect as the signature of the $\Lambda$ spin-orbit splitting, does not always show up in the spectral distribution, since in many cases the matrix elements depend sensitively on binding energies and other wave function effects. As a representative case, we study the influence of the spin-orbit interaction strength on the Auger neutron spectra in more detail for the $1g^\Lambda$ shell of $^{209}_{\Lambda}$Pb. This case is well suited, since the spin-orbit splitting is sufficiently large and the spectrum offers already some complexity. The possible transitions for this configuration together with the corresponding transition rates are shown in table 9.2.

The dependence of the $1g^\Lambda$-shell spectra on variations of the spin-orbit strength of the $\Lambda$-nucleus potential is investigated by changing the relative and the absolute coupling strength of the $\sigma$ and the $\omega$ meson to the $\Lambda$, keeping the overall single particle structure of the $\Lambda$ spectrum fixed. Numerically, this is realized by observing that in our relativistic mean-field theory with scalar and vector self-energies $U_\sigma$ and $U_\omega$, respectively, the leading order non-relativistic Schrödinger-type central potential is given by $U_0 = U_\omega - U_\sigma$ and the strength of the spin-orbit potential is determined by $U_{ls} = U_\omega + U_\sigma$ (see sec. 4.3 for details). Hence, we can relate spectral effects from variations of the spin-orbit strength by a factor $C$ to a scaling of the scalar and vector self-energies $U_\sigma$ and $U_\omega$, respectively,
Figure 9.6.: Comparison of the spectral Auger strength distributions produced by transitions from the $1g_{\Lambda}$ shell for interactions with different spin-orbit splittings. The Auger transition widths $\Gamma$ are shown as functions of energy $E_n$ of the outgoing neutron. The upper and lower arrows indicate transitions from the $1g_{9/2,7/2}$ to the $1p_{3/2}$ and $1p_{1/2}$ final states, respectively.
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according to

\[ CU_{1s} = \beta U_\omega + \alpha U_\sigma \]
\[ DU_0 = \beta U_\omega - \alpha U_\sigma . \quad (9.8) \]

We preserve the self-consistency between the nuclear mean-field and the underlying baryon-baryon interactions by scaling the Λσ and Λω vertices by the same factors α and β, respectively.

Choosing C as our external parameter and using always D = 1 as a constraint, the spin-orbit splittings of the Λ levels can be varied over wide ranges while keeping the changes in the overall structure of the Λ single particle spectrum on a minimal level. The Λ single particle spectra obtained for C = 0.6, 1.3, corresponding to (α, β) = (0.6, 0.5), (1.3, 1.4), respectively, are compared to the results for C = 1 in figure 9.6. For C = 0.6 the spin-orbit splittings are reduced by about a factor of 2 and an increase of about the same size is found for C = 1.3. These (strong) variations will surely cover the full range of uncertainties about the Λ spin-orbit potential.

The spectral distributions of Auger transitions widths Γ, obtained by putting the initial Λ in 1g9/2,7/2 orbits are displayed in figure 9.6. Compared to the standard case C = 1 the spectral structures and transition strengths are changed drastically when using C = 0.6 and C = 1.3. As an overall feature the calculations show a concentration of strength in a few states for C = 1 and C = 1.3 while a more equilibrated distribution is found for C = 0.6. The apparent pile-up of strength at low neutron energies for the normal and strong coupling cases are related to the variations in the values of overlap matrix elements due to changes in binding energies and single particle wave functions. Analyzing the dynamical content of the response functions by calculating sum rules for various moments of the excitation energy one finds a disappointing small sensitivity on the spin-orbit interaction strength. Hence, it is unlikely that spin-orbit effects will contribute significantly and on an observable level to the total spectral strength.

On the level of individual transitions there are, however, signals for spin-orbit effects visible. In figure 9.6 the transitions 1g9/2,7/2 → 1p3/2 are indicated by the upper arrows while lower arrows denote 1g9/2,7/2 → 1p1/2. The length of the arrows corresponds to the 1g9/2 ↔ 1g7/2 energy splitting which obviously depends directly on the spin-orbit interaction strength. In addition, details of the spectral distributions, e.g. the clustering of strength in certain energy regions, also depends on the overlap of wave functions by which the transition matrix elements and therefore the transition widths Γ are determined (see equations (9.5) and (9.6)).

9.2.2. \(^{91}_\Lambda\)Zr

It might seem somewhat disadvantageous to start out doing Auger experiments with a system of the complexity of a heavy nucleus like lead. However, aiming at resolving the Λ spin-orbit structure in heavy hypernuclei, which is still a controversial question as is discussed in sec. 8, one needs to find hypernuclei that provide a core nucleus of very low spin. In the ideal case this should be J^z = 0^+ in order to eliminate or at least to suppress effects from Λ angular momentum-core nucleus spin interactions leading
Figure 9.7.: This figure shows the full neutron emission spectrum of $^{91}_{\Lambda}$Zr.
to an additional splitting superimposed on the pure \( \Lambda \) spin-orbit splitting (see sec. 8). Interesting hypernuclei for meson induced production, which fulfill these requirements are listed in tab. 8.5.

As an example of the intermediate mass hypernuclei we have investigated here \(^{91}_{\Lambda}Zr\). The Auger rates for the neutron emission of \(^{91}_{\Lambda}Zr\) are displayed in fig. 9.7. In contrast to the results for lead, the spectrum is very clear. It shows two prominent doublets, belonging to the four combinations of transition from the \( \Lambda \) f-shell to the \( \Lambda \) d-shell. In all four cases the produced neutron hole is in the \( 1g_{9/2} \)-shell. The high multiplicity of this state leads to the strong dominance in the spectrum. In preparation of the experiment proposal our experimental colleagues produced an estimate of the measured Auger neutron spectrum by convoluting the theoretical spectrum with the detector resolution and adding a fairly large constant background \cite{Margaryan04}. The result is shown in fig. 9.8. The four prominent states are still clearly observable, and thereby promises a successful experiment.

![Figure 9.8](image.png)

Figure 9.8.: This figure shows the theoretical spectrum of Auger neutrons from \(^{91}_{\Lambda}Zr\), convoluted with the estimated experimental resolution and an additionally added background estimate (the figure was provided by A. Margarian [Margaryan04]). The \( p \) and \( f \) shell splitting is still clearly visible.

However, the experiment will be done by electroproduction of hypernuclei, and would thus have to utilize an \(^{91}_{\Lambda}Nb\) target, which does not exist in nature. For the electromagnetic production \(^{93}_{\Lambda}Nb\) would be an almost adequate replacement. In the produced hypernucleus, \(^{93}_{\Lambda}Zr\), a new neutron shell, \( 2d_{5/2} \), is opened. The resulting additional neutron emissions will be slightly suppressed due to smaller multiplicity of the neutron hole states as compared to the \( 1g_{9/2} \) neutrons. The by 4.2 MeV smaller separation energy
9.3. Resumé on Auger spectroscopy

The Auger-neutron transition rates for the de-excitation of single Λ hypernuclei on the examples of $^{209}_{\Lambda}\text{Pb}$ and $^{91}_{\Lambda}\text{Zr}$ have been calculated in relativistic DDRH theory. The initial state was represented by a ground state $^A\text{Z}$ core with an attached Λ single particle state, the final state as a neutron particle-hole excited $^A\text{Z}$ where the Λ hyperon occupies a lower lying single particle level and the neutron of the particle-hole pair being unbound. Hence the process corresponds to a decay of the initial single Λ configuration into a Λ-neutron-particle-hole configuration.

Due to the fact that the hypernuclear Auger effect appears mainly in heavy and intermediate mass hypernuclei the spectral distribution of the emitted neutrons is extremely complex. For this reason a very detailed reconstruction of each event will have to be done in possible experimental measurements. By focusing on initial states with the Λ in the $1f^\Lambda$-orbit our calculations predict a clean doublet structure in the Auger neutron spectrum from which the $1f^\Lambda$ spin-orbit splitting can be directly read off, assuming sufficient energy resolution. For a general Λ orbit no definite signature of the spin-orbit splitting will appear due to the huge amount of transitions and the additional broadening of peaks when deeply bound neutrons are involved. The effect of a finite width of the neutron states, increasing with the distance from the Fermi-surface has not been considered in our calculations. For the least bound neutrons it will have almost no effect, but going deeper in binding energy the broadening of the states can no longer be neglected. As described in the previous paragraphs the neutron spectra in which the deeply bound neutrons are also involved are already fairly complex. An additional broadening of the neutron levels will thus wash out most of the spectral structure there. However, in the case of the $1f^\Lambda$-shell de-excitation only the valence neutrons close to the Fermi-level are involved so that the spin-orbit splitting signal is going to survive in realistic spectra. Also the conditions of electromagnetic production are ideal here, since the target nucleus, $^{209}\text{Bi}$ is the only stable Bi isotope.

The hypernucleus $^{91}_{\Lambda}\text{Zr}$ has proven very promising properties for Auger spectroscopy in the intermediate mass region when using meson induced production of hypernuclei. In this case, not even a gating on the initially produced Λ state would be necessary, due to very prominent structures which would also survive the actual experimental background and resolution. Experimentally, this cannot be produced by electroproduction, which is the method used in the proposed JLab experiment. However, as discussed above, $^{93}_{\Lambda}\text{Zr}$, for which the stable target nucleus $^{93}\text{Nb}$ exists, is almost equally well suited. Since $^{93}_{\Lambda}\text{Zr}$ has a $J^\pi = 0^+$ core, this turns out to be an almost ideal choice.

For the spectroscopy in the intermediate and heavy mass region the hypernuclear Auger effect provides a promising complementary tool to γ spectroscopy, although special care must be taken on the choice of transitions and tagging the energy. For the $^{209}_{\Lambda}\text{Pb}$ hypernucleus the $1f^\Lambda$ shell is such a well suited case. This technique might be the only
way to achieve high resolution information on the hypernuclear fine structure in heavy nuclei since for $\gamma$ transitions it will be even harder to assign the detected photons to specific transitions.
10. Summary and Outlook

An *ab-initio* description of nuclear and hypernuclear systems was developed using a quantum field theoretical formulation in terms of baryons and mesons which are the relevant dynamical degrees of freedom in hadronic many-body systems close to the ground state. The phrase *ab-initio* means here, that starting from a given set of parameters describing two-body baryon scattering in free space, other baryonic systems with a non-vanishing density of valence particles can be described unambiguously without introducing any additional parameters. The elementary two-body interactions typically are defined by a set of baryon-meson coupling constants and momentum cut-off parameters defining vertex form factors. A hadron quantum field theory is a well established approach to baryon-baryon interactions being used before by various authors and in a variety of formulations. The advantages are manifold, ranging from the natural treatment of spin statistics and their influence on the structure of the fermionic and mesonic fields over the covariance and proper behaviour under Lorentz transformations of the whole theory to the implementation of internal symmetries into the Lagrangian. For the purpose of this work SU(3) flavor symmetry is of particular importance as very little is known on the interactions of hyperons among themselves and with nucleons.

The relativistic one boson exchange potential formalism, combined with Dirac-Brueckner-Hartree-Fock (DBHF) theory for calculations at finite baryon density was chosen. The one boson exchange formalism is a well explored and widely used approximation to solve the two particle scattering problem as described by the Bethe-Salpeter equation. The method consists of truncating the full scattering kernel to tree level one meson exchange diagrams and in addition to fix the time-like component of the loop momentum in a covariant way such that the problem is reduced to an integral equation in the three space-like dimensions. The resulting integral equations are very similar to the non-relativistic Lipmann-Schwinger equation, but having the advantage of still incorporating the correct behaviour under Lorentz transformations. The latter point is especially important for in-medium calculations. In the DBHF approach the background medium is accounted for by the Pauli blocking of intermediate two-baryon states in a scattering process and the modification of the kinematics due to one body self-energies. This truncation scheme of the full self-energies is consistent with the restriction to two body interactions in the rest of our formalism.

Since a full DBHF calculation in finite systems is technically not feasible, a further approximation step is needed to calculate nuclear and hypernuclear structure from a microscopic interaction. Thus an effective interaction is calculated for an infinite system of a given density using DBHF theory, which is then applied in local density approximation to calculate finite systems To accomplish this we use the density dependent relativistic hadron (DDRH) field theory. As a relativistic meson exchange theory is used to determine the in-medium interaction, also DDRH theory is a meson-baryon quantum field
theory incorporating many-body effects by means of vertex functionals depending on the field operators. The DDRH formulation guarantees the consistency of the dynamics at all steps of the ab-initio scheme, conserving the Lorentz structure and, by fulfilling the Hugenholtz-van Hove theorem, the thermodynamical consistency of the approach. The mesons are, however, effective mesons, existing in the first place in the t-channel as mediators of the effective long-range van-der-Waals type interactions between the hadronic QCD objects under investigation. Hence, they are distinct from the mesons seen as resonances in s-channel processes although in the one boson exchange kernel masses and quantum numbers are chosen accordingly. The baryon-meson vertices in DDRH theory are functionals that depend on Lorentz scalar contractions of the baryon field operators. These functionals contain all correlation effects appearing at finite density. To determine the coupling functionals, DBHF self-energies are mapped onto DDRH self-energies. As DDRH calculations for finite nuclear systems are performed in Hartree mean-field approximation, the DBHF self-energies are mapped onto the DDRH Hartree mean-field self-energies resulting in an effective microscopic interaction as complete as possible.

As the dynamical content of the used interactions is fully known, it is possible to systematically calculate corrections within our framework. This can be done in two places: 1) the kernel of the scattering equation may be extended to contain other diagrams like, e.g., dynamical polarizations; 2) Since the vertex functionals are constructed from baryon field operators, systematic extensions of DDRH calculations beyond mean-field are possible. In contrast to phenomenological nuclear structure models these corrections are under control, since double counting can be excluded.

As an alternative approach to DBHF theory for the calculation of vertex functionals needed in DDRH theory we constructed a new formalism to solve scattering equations in terms of vertex renormalizations in one boson exchange potentials. In this scheme the full interaction is mapped onto a meson exchange kernel with $\sqrt{s}$ and density dependent vertices. The concept is inspired by renormalization theory. All relevant quantities, like, e.g., self-energies, can be calculated from the tree-level diagrams, since all higher orders are contained in the vertex factors. Especially the ambiguities arising in DBHF theory when calculating self-energies are resolved by this procedure. In a simplified model we studied the density and momentum dependence of vertices within this new approach. Good agreement with density dependent vertex functionals obtained from standard DBHF calculations was found.

Applying DBHF theory without self-energies we have studied changes in the dynamics of baryon-baryon interactions with respect to changes in couplings and mass. It was found that the most important variations in the effective interaction are due to changes in the $g$ couplings. An important question related to the description of hypernuclei and neutron stars in phenomenological models is how reliable flavor symmetry relations are at the level of effective interactions. We found that the effective NN and AN interaction are not even approximately related through SU(3) relations if these symmetries are used to relate the bare interactions. It was seen, however, that there is a very simple relation between both effective interactions. Both interactions are related by a simple factor, almost independent of the density, where the relative factor is significantly smaller than the SU(3) factor applied to the bare interaction.

These findings provide a nice explanation for our results obtained in studies of $\Lambda$ single
particle spectra in intermediate mass hypernuclei. DDRH theory was applied there, using vertex functionals for the \( \Lambda \)-meson vertices constructed from nucleon-meson vertices by scaling them with a constant factor. Fitting the scaling factors to match experimental data with our DDRH calculations, similar small scaling factors violating strongly the commonly used SU(3) relations have been obtained.

The spectra just mentioned were taken from hypernuclei containing a very high core spin. Since these spectra seemed to show an enormous spin-orbit splitting, which is inconsistent with findings in light hypernuclei, we studied the influence of a high core spin on the single particle spectrum of \( \Lambda \) hypernuclei. A significant broadening of the single particle peaks due to a spin-spin interaction between \( \Lambda \) and core washes out the peak structure of the spectra quite strongly, so that the impression of large a spin-orbit splitting arises. After removing these effects from the spectra, values of the spin-orbit strength consistent with the observations in light hypernuclei were found. From these examples it should be learned, that it is very important to reduce unwanted background signals already when choosing the target isotopes to use in an experiment. We strongly recommend to use targets for the production of hypernuclei which will lead to a hypernucleus in which the ground state of the core nucleus is known to be \( J^\pi = 0^+ \). A list of isotopes fulfilling this requirement was composed.

In preparation of a proposed experiment at JLab we have studied the hypernuclear Auger effect for intermediate and light single \( \Lambda \) hypernuclei using DDRH theory. It was shown, that the spectroscopy of Auger neutrons provides an excellent alternative to \( \gamma \) spectroscopy in that mass region, where the electromagnetic background is rather high. Especially in the intermediate mass region, very clean spectra are envisaged, that cleanly resolve the spin-orbit splitting of the \( \Lambda \) hyperon. Due to a high level density in the heavy mass region additional efforts have to be taken there, e.g. by gating on a specific initially produced \( \Lambda \) single particle state, to obtain clean spectra.

The relativistic ab-initio scheme presented in this work is only the starting point for more extended nuclear and hypernuclear structure calculations. We have seen, that already the ladder + RMF approximation leads to satisfactory and encouraging results. Nevertheless, there are still many pieces to add on the way toward more accurate and complete calculations.

The bare interactions used in meson exchange potentials are highly phenomenological in the sense that they are not derived from an underlying theory with a direct relation to QCD. A whole variety of potential models exists, which reproduce two body observables, e.g., scattering phase shifts, spin observables and the deuteron properties by the same accuracy. An analysis of these realistic models with renormalization group methods shows, however, that the effective low momentum potential \( V_{\text{low }k} \) is the same for all of them [Bogner03]. The differences among these models are hidden in the parts describing short range correlations which are largely unconstrained by the data below the pion threshold, which are primarily used to fix the parameters of potential models. The actual microscopic structure of baryon-baryon interactions is given by low energy QCD, however, in a highly non-pertubative and therefore inaccessible manner. To obtain a solid basis of the microscopic interactions for ab-initio calculations, the methods of chiral effective field theory (\( \chi \text{EFT} \)) are a promising tool. Very recently \( \chi \text{EFT} \) has been applied to the
description of infinite nuclear matter properties [Kaiser03, Kaiser02] and the calculation of finite nuclei in RMF approximation [Finelli04]. Especially in the calculation of finite nuclei the QCD condensates, which are not well under control in a RMF framework, have to be introduced to account for the main binding effects. In our view it is more reasonable to try to link the very successful $\chi$EFT at the very low momenta and a meson-baryon ab-initio approach, as the one developed in this work, to describe the finite density and high momentum region, since the dynamics is there much better under control for conditions other than very low momenta. A very promising link is here the finite density effective field theory and the density functional theory approach to RMF [Furnstahl04]. The DDRH theory, however, is only affected indirectly by such uncertainties because changing the treatment of interactions at the elementary two-body level will not affect the general structure of the DDRH Langrangian but merely alter the description of the vertex functionals.

Besides these very fundamental and probably long term considerations, the dynamics of baryonic matter needs to be studied in much more detail. A very nice example in which hypernuclear structure physics can be used to explore effects that are relevant in normal nuclei is the investigation of dynamical polarizations. Their inclusion is a logical extension of the meson exchange kernel in th DBHF scheme to another class of diagrams. The effect of such corrections will be very cleanly observable in the correlation energy of the two $\Lambda$ hyperons in double $\Lambda$ hypernuclei.

For investigations of the interactions between hyperons only very few experimental possibilities besides hypernuclear structure physics are feasible. In view of the very high luminosity high energy heavy ion collisions at RHIC, a promising one is the $\Lambda\Lambda$ Hanbury-Brown-Twiss (HBT) interferometry. In the low momentum region of HBT correlations interaction effects between the $\Lambda$ particles are visible [Greiner89, Keil02b]. Within the meson exchange framework it is straightforward to calculate these HBT correlations and make predictions for upcoming experimental data.
Appendices
A. Definitions and Conventions

A.1. Space-time metric

We define the space-time metric
\[ g_{\mu\nu} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & -1 & 0 & 0 \\ 0 & 0 & -1 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix}, \]  
(A.1)

For the vectors we will use the following conventions:
\[ a_{\mu} \quad \text{four-vector} \]
\[ \mathbf{a} \quad \text{three-vector} \]
\[ a = |\mathbf{a}| \]  
(A.2)

A.2. The Dirac equation

The momentum-space Dirac equation for positive energy fermions is given by
\[ (\gamma_{\mu}p^{\mu} - M) u(p) = 0 \]
\[ \tilde{\pi}(p) (\gamma_{\mu}p^{\mu} - M) = 0 \]  
(A.3)

and the one for negative energy fermions is
\[ \tilde{\pi}(p) (\gamma_{\mu}p^{\mu} + M) = 0 \]
\[ (\gamma_{\mu}p^{\mu} + M) v(p) = 0 \]  
(A.4)

A.2.1. Dirac matrices and traces

We chose the following representation of the Dirac matrices throughout the calculations:
\[ \gamma := \begin{pmatrix} 0 & \sigma \\ -\sigma & 0 \end{pmatrix}, \quad \gamma^0 := \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad \gamma^5 := \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \]  
(A.5)

where the Pauli matrices are given by
\[ \sigma_1 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma_2 = \begin{pmatrix} 0 & i \\ -i & 0 \end{pmatrix}, \quad \sigma_3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]  
(A.6)

\[ \sigma^{\mu\nu} \equiv \frac{i}{2} [\gamma^{\mu}, \gamma^{\nu}] = i [\gamma_{\mu} \gamma_{\nu} - g_{\mu\nu}], \]  
(A.7)
The $\gamma$ and $\sigma$ matrices obey the following anticommutation relations:

\[
\{\gamma_\mu, \gamma_\nu\} = 2g_{\mu\nu} \quad \text{(A.8)}
\]

\[
\{\sigma_i, \sigma_j\} = 2\epsilon^{ijk}\sigma_k \quad \text{(A.9)}
\]

\[
[\sigma_i, \sigma_j] = 0 \quad \text{(A.10)}
\]

Further properties of the Pauli and Dirac matrices are

\[
(\sigma \cdot a)(\sigma \cdot b) = a \cdot b + \sigma \cdot (a \times b) \quad \text{(A.11)}
\]

\[
\gamma_\mu^\dagger = \gamma_0 \gamma_\mu \gamma_0 \quad \text{(A.12)}
\]

\[
\gamma_5^\dagger = -\gamma_0 \gamma_5 \gamma_0 = \gamma_5 \quad \text{(A.13)}
\]

\[
\sigma_{\mu\nu}^\dagger = \gamma_0 \sigma_{\mu\nu} \gamma_0 \quad \text{(A.14)}
\]

\[
a_\mu \gamma_\mu b_\nu \gamma_\nu = a_\mu b_\mu - i\sigma_{\mu\nu}a_\mu b_\nu \quad \text{(A.15)}
\]

\[
\gamma_\mu^\gamma_\mu = 4 \quad \text{(A.16)}
\]

\[
\gamma_\mu^\gamma_\nu = -2\gamma_\nu \quad \text{(A.17)}
\]

\[
\gamma_\sigma^\gamma_\mu^\gamma_\nu^\gamma_\sigma = 4g_{\mu\nu} \quad \text{(A.18)}
\]

### Trace formulas

\[
\text{Tr} (1) = 4 \quad \text{(A.19)}
\]

\[
\text{Tr} (\gamma_\mu \gamma_\nu \cdots \gamma_\mu_{2n+1}) = 0 \quad \text{(A.20)}
\]

\[
\text{Tr} (\gamma_\mu^\gamma_\nu) = 4g_{\mu\nu} \quad \text{(A.21)}
\]

\[
\text{Tr} (\gamma_\mu^\gamma_\nu^\gamma_\sigma^\gamma_\tau) = 4(g_{\mu\nu}g_{\sigma\tau} + g_{\mu\tau}g_{\nu\sigma} - g_{\mu\sigma}g_{\nu\tau}) \quad \text{(A.22)}
\]

\[
\text{Tr} (\gamma_5^\gamma_5) = 0 \quad \text{(A.23)}
\]

\[
\text{Tr} (\gamma_5^\gamma_\mu \gamma_\mu_{2n+1}) = 0 \quad \text{(A.24)}
\]

\[
\text{Tr} (\gamma_5^\gamma_\mu^\gamma_\nu^\gamma_\nu) = 0 \quad \text{(A.25)}
\]

\[
\text{Tr} (\gamma_5^\gamma_\mu^\gamma_\nu^\gamma_\sigma^\gamma_\tau) = 4i\epsilon_{\mu\nu\sigma\tau} \quad \text{(A.26)}
\]

### A.3. Lorentz boost

A Lorentz vector $A$ is boosted with velocity $\beta$ to become the Lorentz vector $B$ by the following transformation

\[
B^0 = \gamma (A^0 - \beta A) \quad \text{(A.27)}
\]

\[
B = A + \gamma \beta \left( \frac{\gamma}{1 + \gamma^2} \beta A - A^0 \right) \quad \text{(A.28)}
\]

with

\[
\gamma = \frac{1}{1 - \beta^2} \quad \text{(A.29)}
\]
B. Meson Exchange Models

In this appendix we will explicitly describe all technical details which are necessary for an actual \( T \)-matrix calculation of meson exchange baryon-baryon interactions in a 3D reduced BS equation. This involves the one boson exchange matrix elements, partial wave decomposition and potential parameters.

B.1. Helicity matrix elements of Born diagrams

B.1.1. Definitions and conventions

Spinors

The matrix elements are evaluated with respect to plane wave helicity basis states. This is the basis needed for the partial wave decomposed formalism to solve the BS equation. We use the same conventions as described in [Machleidt91].

\[
\begin{align*}
\bar{u}(q, \lambda) &= \sqrt{\frac{E + M}{2M}} \left( \frac{\lambda q}{E + M} \right) |\lambda\rangle \\
u(-q, \lambda) &= \sqrt{\frac{E + M}{2M}} \left( \frac{\lambda q}{E + M} \right) |\lambda\rangle ,
\end{align*}
\]

where the covariant normalization

\[
\bar{u}(q, \lambda) u(q, \lambda) = 1
\]

is chosen with \( \bar{u} = u^\dagger \gamma^0 \).

Abbreviations

\[
\begin{align*}
q &\equiv |q| \\
E_{q^{(i)}}^{(i)} &\equiv \sqrt{q^{(i)2} + M_i^2} \\
W_{i}^{(i)} &\equiv E_{q^{(i)}}^{(i)} + M_i \\
C &\equiv \frac{1}{4} \sqrt{\frac{W_1 W_1' W_2 W_2'}{M_1 M_1' M_2 M_2'}}
\end{align*}
\]
B. Meson Exchange Models

Basic helicity matrix elements

\[
\Gamma_1 = \overline{u}_1(q', \lambda'_1)\gamma_\mu u_1(q, \lambda_1)u_2(-q, \lambda_2)\gamma^\mu u_2(-q, \lambda_2)
\] (B.4)

\[
= \overline{u}_1(q', \lambda'_1)u_1(q, \lambda_1)\overline{u}_2(-q', \lambda'_2)u_2(-q, \lambda_2) - \overline{u}_1(q', \lambda'_1)\sigma_1 u_1(q, \lambda_1)\cdot \overline{u}_2(-q', \lambda'_2)\sigma_2 u_2(-q, \lambda_2)
\]

\[
= C \left\{ \left( 1 + \frac{4\lambda_1\lambda'_1qq'}{W_1W'_1} \right) \left( 1 + \frac{4\lambda_2\lambda'_2qq'}{W_2W'_2} \right) \langle \lambda'_1\lambda'_2|\lambda_1\lambda_2 \rangle \right.
\]
\[
\left. - \left( \frac{2\lambda_1q}{W_1} + \frac{2\lambda'_1q'}{W'_1} \right) \left( \frac{2\lambda_2q}{W_2} + \frac{2\lambda'_2q'}{W'_2} \right) \langle \lambda'_1\lambda'_2|\sigma_1 \cdot \sigma_2|\lambda_1\lambda_2 \rangle \right\}
\]

\[
\Gamma_2 = \overline{u}_1(q', \lambda'_1)u_1(q, \lambda_1)\overline{u}_2(-q', \lambda'_2)u_2(-q, \lambda_2)
\] (B.5)

\[
= C \left( 1 - \frac{4\lambda_1\lambda'_1qq'}{W_1W'_1} \right) \left( 1 - \frac{4\lambda_2\lambda'_2qq'}{W_2W'_2} \right) \langle \lambda'_1\lambda'_2|\lambda_1\lambda_2 \rangle
\]

\[
\Gamma_3 = \overline{u}_1(q', \lambda'_1)\gamma^0 u_1(q, \lambda_1)\overline{u}_2(-q', \lambda'_2)u_2(-q, \lambda_2)
\] (B.6)

\[
= C \left( 1 + \frac{4\lambda_1\lambda'_1qq'}{W_1W'_1} \right) \left( 1 - \frac{4\lambda_2\lambda'_2qq'}{W_2W'_2} \right) \langle \lambda'_1\lambda'_2|\lambda_1\lambda_2 \rangle
\]

\[
\Gamma_4 = \overline{u}_1(q', \lambda'_1)u_1(q, \lambda_1)\overline{u}_2(-q', \lambda'_2)\gamma^0 u_2(-q, \lambda_2)
\] (B.7)

\[
= C \left( 1 - \frac{4\lambda_1\lambda'_1qq'}{W_1W'_1} \right) \left( 1 + \frac{4\lambda_2\lambda'_2qq'}{W_2W'_2} \right) \langle \lambda'_1\lambda'_2|\lambda_1\lambda_2 \rangle
\]

\[
\Gamma_5 = \overline{u}_1(q', \lambda'_1)\gamma^0 \gamma^0 u_1(q, \lambda_1)\overline{u}_2(-q', \lambda'_2)\gamma^0 \gamma^0 u_2(-q, \lambda_2)
\] (B.8)

\[
= C \left( \frac{2\lambda_1q}{W_1} - \frac{2\lambda'_1q'}{W'_1} \right) \left( \frac{2\lambda_2q}{W_2} - \frac{2\lambda'_2q'}{W'_2} \right) \langle \lambda'_1\lambda'_2|\sigma_1 \cdot \sigma_2|\lambda_1\lambda_2 \rangle
\]

\[
\Gamma_6 = \overline{u}_1(q', \lambda'_1)\gamma^0 \gamma^0 u_1(q, \lambda_1)\overline{u}_2(-q', \lambda'_2)\gamma^0 \gamma^0 u_2(-q, \lambda_2)
\] (B.9)

\[
= C \left( \frac{2\lambda_1q}{W_1} - \frac{2\lambda'_1q'}{W'_1} \right) \left( \frac{2\lambda_2q}{W_2} + \frac{2\lambda'_2q'}{W'_2} \right) \langle \lambda'_1\lambda'_2|\sigma_1 \cdot \sigma_2|\lambda_1\lambda_2 \rangle
\]

\[
\Gamma_7 = \overline{u}_1(q', \lambda'_1)\gamma^0 u_1(q, \lambda_1)\overline{u}_2(-q', \lambda'_2)\gamma^0 u_2(-q, \lambda_2)
\] (B.10)

\[
= C \left( \frac{2\lambda_1q}{W_1} + \frac{2\lambda'_1q'}{W'_1} \right) \left( \frac{2\lambda_2q}{W_2} - \frac{2\lambda'_2q'}{W'_2} \right) \langle \lambda'_1\lambda'_2|\sigma_1 \cdot \sigma_2|\lambda_1\lambda_2 \rangle
\]

\[
\Gamma_8 = \overline{u}_1(q', \lambda'_1)\gamma^5 u_1(q, \lambda_1)\overline{u}_2(-q', \lambda'_2)\gamma^5 u_2(-q, \lambda_2)
\] (B.11)

\[
= C \left( \frac{2\lambda_1q}{W_1} - \frac{2\lambda'_1q'}{W'_1} \right) \left( \frac{2\lambda_2q}{W_2} - \frac{2\lambda'_2q'}{W'_2} \right) \langle \lambda'_1\lambda'_2|\lambda_1\lambda_2 \rangle
\]
\[ \Gamma_9 = \pi_1(q', \lambda'_1)\gamma^0\gamma^5u_1(q, \lambda_1)\pi_2(-q', \lambda'_2)\gamma^0\gamma^5u_2(-q, \lambda_2) \] (B.12)

\[ = C \left( \frac{2\lambda_1q}{W_1} + \frac{2\lambda'_1q'}{W'_1} \right) \left( \frac{2\lambda_2q}{W_2} + \frac{2\lambda'_2q'}{W'_2} \right) \langle \lambda'_1\lambda'_2|\lambda_1\lambda_2 \rangle \]

\[ \Gamma_{10} = \pi_1(q', \lambda'_1)\gamma^0\gamma^5u_1(q, \lambda_1)\pi_2(-q', \lambda'_2)\gamma^0\gamma^5u_2(-q, \lambda_2) \] (B.13)

\[ = C \left( \frac{2\lambda_1q}{W_1} + \frac{2\lambda'_1q'}{W'_1} \right) \left( \frac{2\lambda_2q}{W_2} - \frac{2\lambda'_2q'}{W'_2} \right) \langle \lambda'_1\lambda'_2|\lambda_1\lambda_2 \rangle \]

\[ \Gamma_{11} = \pi_1(q', \lambda'_1)\gamma^0\gamma^5u_1(q, \lambda_1)\pi_2(-q', \lambda'_2)\gamma^0\gamma^5u_2(-q, \lambda_2) \] (B.14)

\[ = C \left( \frac{2\lambda_1q}{W_1} - \frac{2\lambda'_1q'}{W'_1} \right) \left( \frac{2\lambda_2q}{W_2} + \frac{2\lambda'_2q'}{W'_2} \right) \langle \lambda'_1\lambda'_2|\lambda_1\lambda_2 \rangle \]

The spin dependent part of the helicity matrix elements can be expressed in closed form:

\[ \langle \lambda'_1\lambda'_2|\lambda_1\lambda_2 \rangle = \{ |\lambda'_1 + \lambda_1| \cos + (\lambda'_1 - \lambda_1) \sin \} \{ |\lambda'_2 + \lambda_2| \cos - (\lambda'_2 - \lambda_2) \sin \} \]

\[ = - \{ (\lambda'_1 + \lambda_1) \sin + |\lambda'_1 - \lambda_1| \cos \} \{ (\lambda'_2 + \lambda_2) \sin - |\lambda'_2 - \lambda_2| \cos \}
- \{ (\lambda'_1 + \lambda_1) \sin - (\lambda'_1 - \lambda_1) \cos \} \{ |\lambda'_2 + \lambda_2| \sin + (\lambda'_2 - \lambda_2) \cos \}
- \{ (\lambda'_1 + \lambda_1) \cos - |\lambda'_1 - \lambda_1| \sin \} \{ (\lambda'_2 + \lambda_2) \cos + |\lambda'_2 - \lambda_2| \sin \} \]

\[ \cos = \cos(\frac{1}{2}\theta), \sin = \sin(\frac{1}{2}\theta). \] (B.16)

<table>
<thead>
<tr>
<th>process</th>
<th>mesons</th>
<th>$T = \frac{1}{2}$</th>
<th>$T = \frac{3}{2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N\Lambda \rightarrow N\Lambda$</td>
<td>$\sigma, \omega$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$N\Sigma \rightarrow N\Sigma$</td>
<td>$\sigma, \omega$</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$N\Sigma \rightarrow N\Sigma$</td>
<td>$\pi, \rho$</td>
<td>-2</td>
<td>1</td>
</tr>
<tr>
<td>$N\Lambda \rightarrow N\Sigma$</td>
<td>$\pi, \rho$</td>
<td>$\sqrt{3}$</td>
<td>0</td>
</tr>
<tr>
<td>$N\Lambda \rightarrow \Lambda\Sigma$</td>
<td>$K, K^*$</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$N\Sigma \rightarrow \Sigma\Sigma$</td>
<td>$K, K^*$</td>
<td>-1</td>
<td>2</td>
</tr>
<tr>
<td>$N\Lambda \rightarrow \Sigma\Sigma$</td>
<td>$K, K^*$</td>
<td>$\sqrt{3}$</td>
<td>0</td>
</tr>
</tbody>
</table>

Table B.1.: Isospin factors for the kernel matrix elements involving hyperons and nucleons as calculated in [Holzenkamp88].

Due to isospin invariance the isospin dependent part of the matrix elements, like, e.g., $\langle \tau'_1\tau'_2|\sigma \cdot \tau|\tau_1\tau_2 \rangle$ factorizes and can be evaluated separately. Isospin invariance allows only a dependence of these isospin factors on total isospin $T$. For nucleons, where only isoscalar and isovector mesons appear, the matrix elements are

\[ \langle T'|T \rangle = \delta_{T'T} \]
\[ \langle T'\sigma \cdot \tau|T \rangle = 4 \langle T'|t \cdot t|T \rangle \]
\[ = 2(T(T + 1) - \frac{3}{2})\delta_{T'T} = \begin{cases} -3\delta_{T'T} & \text{for } T = 0 \\ 1\delta_{T'T} & \text{for } T = 1 \end{cases} \] (B.17)
B. Meson Exchange Models

(τ = 2t) For matrix elements involving hyperons, the calculation is a bit more tedious. It has been worked out for YN scattering in [Holzenkamp88]. We list the results obtained there in tab. B.1.

## B.1.2. Helicity matrix elements

In the following section the explicit expressions for the Born matrix elements of the different Lorentz structures are given. The functional form of the used form factors is

\[
\mathcal{F}_\alpha [(q' - q)^2] = \left[ \frac{\Lambda^2_\alpha - m^2_\alpha}{\Lambda^2_\alpha + (q' - q)^2 - \delta q^0} \right]^{n_\alpha} \tag{B.18}
\]

where \(n_\alpha, \Lambda_\alpha\) and \(m_\alpha\) are the cutoff exponent, cutoff mass and meson mass, respectively.

\[
\mathcal{D}_\alpha [(q' - q)^2] = \frac{i}{(q' - q)^2 + m^2_\alpha - \delta q^0} \tag{B.19}
\]

is the meson propagator. For vector mesons there will be the metric tensor \(g_{\mu\nu}\) in the numerator. \(\delta q^0\) is the energy transfer which assures the consistency of the BS equation for different masses in entrance and exit channel, see sec. 2.2.2. It is a constant like the mass, not depending on the loop integrations.

In the matrix elements we include a factor \((2\pi)^{-3}\), which is absorbed from the integral measure as noted following eq.(2.12).

### Scalar

\[
\langle q', \lambda_1', \lambda_2' | V_s | q, \lambda_1, \lambda_2 \rangle = -\frac{g_1^{(1)} g_2^{(2)}}{(2\pi)^3} \bar{\pi}_1(q', \lambda_1') u_1(q, \lambda_1) \bar{\pi}_2(-q', \lambda_2') u_2(-q, \lambda_2) \times
\]

\[
\mathcal{D}_\sigma [(q' - q)^2] \mathcal{F}_1 [(q' - q)^2] \mathcal{F}_2 [(q' - q)^2] \tag{B.20}
\]

### Pseudoscalar

\[
\langle q', \lambda_1', \lambda_2' | V_{ps} | q, \lambda_1, \lambda_2 \rangle = -\frac{g_1^{(1)} g_2^{(2)}}{(2\pi)^3} \bar{\pi}_1(q', \lambda_1') \gamma^5 u_1(q, \lambda_1) \bar{\pi}_2(-q', \lambda_2') \gamma^5 u_2(-q, \lambda_2) \times
\]

\[
\mathcal{D}_\sigma [(q' - q)^2] \mathcal{F}_1 [(q' - q)^2] \mathcal{F}_2 [(q' - q)^2] \tag{B.21}
\]
vector

In the evaluation of the vector matrix element special care has to be taken because of the derivative appearing in the magnetic part of the coupling. As discussed in sec. 2.2, the structure of the BS equation in 3D form is such, that all the way through the multiple scatterings, the initial $\sqrt{s}$ fixes the zero component of the particles’ momenta. It is fixed symmetrically, according to their masses. The energy transfer is then given by $k_1^0 - k_1^0 = (x_2 - x_2')\sqrt{s}$, and the three momentum transfer is, in terms of the relative momenta, $(q - q')$. Due to the 3D reduction an explicit $\sqrt{s}$ dependence enters in the case of different masses in entrance and exit channel! An additional $i$ is also obtained by the derivative. Since $\sigma_{\mu\nu} F^{\mu\nu} = 2\sigma_{\mu\nu} \partial^{\mu} \phi^{\nu}$, the tensor part of the basic vertex, eq.(2.2), becomes

$$\frac{f^i \sigma_{\mu\nu} u_i(q, \lambda_i)}{M_i + M_i^*} \left[ \pm i \left( (x_2 - x_2')\sqrt{s} q' - q \right) \right]^{\mu} \left( E^{(i)} - q_0^{(i)} \right),$$

(B.22)

The $\pm$ takes care of the different signs for the two vertices in the Born amplitude, arising from the direction of the exchanged momentum. A zero is added to the exchanged momentum to make up for two on-shell momentum vectors $Q_i$ so that the Dirac equation (A.3) may be exploited for a further evaluation of the matrix element

$$Q^{(i)}_0 \equiv \left( E^{(i)}_0 \pm q_0^{(i)} \right),$$

(B.23)

$\pm$ again corresponds to the two different vertices, $i = 1, 2$. Eq. (B.22) becomes then

$$\frac{f^i \sigma_{\mu\nu} u_i(q, \lambda_i)}{M_i + M_i^*} \left[ \pm i \left( (x_2 - x_2')\sqrt{s} q' - q \right) \right]^{\mu} \left( E^{(i)}_0 - q_0^{(i)} \right),$$

(B.24)

$$\Delta^{(i)}_E \equiv \pm (x_2 - x_2')\sqrt{s} - (E^{(i)}_0 - E^{(i)}).$$

(B.25)

By commuting the $\gamma_\mu$ to the correct side and exploiting the Dirac equation (A.3) as

$$\gamma_\mu Q^{(i)}_0 u_i(q, \lambda_i) = M_i u_i(q, \lambda_i),$$

one finally finds

$$- \frac{f^i \sigma_{\mu\nu} u_i(q, \lambda_i)}{M_i + M_i^*} \left[ \pm i \left( (x_2 - x_2')\sqrt{s} q' - q \right) \right]^{\mu} \left( E^{(i)}_0 - q_0^{(i)} \right),$$

(B.27)

By using the following relations

$$\tau_1(q', \lambda') \gamma_\mu (Q^{(2)}_1 + Q^{(2)}_2) u_i(q, \lambda_i) = - (M_1 + M_1^*) \tau_1(q', \lambda') u_i(q, \lambda_i),$$

$$(Q^{(1)}_1 + Q^{(1)}_2) \gamma_\mu (Q^{(2)}_1 + Q^{(2)}_2) u_i(q, \lambda_i) = (E^{(1)}_1 + E^{(1)}_2) (E^{(2)}_1 + E^{(2)}_2) + (q' + q),$$

$$\tau_1(q', \lambda') (\gamma_0 \gamma_\nu - g_{0\nu}) (Q^{(2)}_1 + Q^{(2)}_2) u_i(q, \lambda_i) = (E^{(1)}_1 - E^{(1)}_2) (E^{(2)}_1 + E^{(2)}_2) + (q' + q),$$

$$\tau_1(q', \lambda') (\gamma_0 \gamma_\nu - g_{0\nu}) (Q^{(2)}_1 + Q^{(2)}_2) u_i(q, \lambda_i) = (E^{(1)}_1 - E^{(1)}_2) (E^{(2)}_1 + E^{(2)}_2) - (q' + q)$$

$$- (E^{(1)}_1 - E^{(1)}_2) \tau_1(q', \lambda') u_i(q, \lambda_i),$$

$$- (E^{(1)}_1 - E^{(1)}_2) \tau_1(q', \lambda') u_i(q, \lambda_i),$$
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where \( \Sigma_E = E_1' + E_{(1)} + E_{(2)}', E_{(2)} \), we find the final expression for the vector matrix element

\[
\langle q', \lambda_1', \lambda_2' | V_v | q, \lambda_1, \lambda_2 \rangle = \left[ (g^{(1)} + f^{(1)}) \left( (g^{(2)} + f^{(2)}) \Gamma_1 \right) \right. \\
- (g^{(1)} + f^{(1)}) \frac{f^{(2)}}{M_2 + M_2} \left\{ -(M_1 + M_1') \Gamma_2 + \Sigma_E \Gamma_3 + \Delta_E^{(2)} \Gamma_7 \right\} \\
- \frac{f^{(1)}}{M_1 + M_1'} \frac{f^{(2)}}{M_2 + M_2} \left\{ -(M_2 + M_2') \Gamma_2 + \Sigma_E \Gamma_4 + \Delta_E^{(1)} \Gamma_6 \right\} \\
+ \frac{f^{(1)}}{M_1 + M_1'} \frac{f^{(2)}}{M_2 + M_2} \left\{ ((E_1 + E_1')(E_2 + E_2') + q^2 + q'^2 + 2|q||q'| \cos(\theta_c)) \Gamma_2 \\
+ \Delta_e^{(1)}(M_1' - M_1) \Gamma_3 - \Delta_e^{(2)} \Gamma_2 \\
+ \Delta_e^{(2)}(M_2' - M_2) \Gamma_4 - \Delta_e^{(2)} \Gamma_2 \\
- \Delta_E^{(1)} \Delta_E^{(2)} \Gamma_5 \right\} \\
\left| D_v \right| [(q' - q)^2] \mathcal{F}_1 [(q' - q)^2] \mathcal{F}_2 [(q' - q)^2]
\]

Please note, that the first term of \( \Delta_E^{(i)} \) comes with opposite signs for \( i = 1, 2 \) as defined in eq.\( (B.25) \).

**pseudovector**

In analogy to the tensor vertex, also the derivative of the pseudovector vertex, eq.\( (2.1) \), has to be evaluated:

\[
- \frac{f_{ps}}{m_{ps}} \overline{\pi}_1 (q', \lambda_1') \gamma_5 \gamma_{\mu} u_1(q, \lambda_1) \partial^{\mu} \phi = \\
- \frac{f_{ps}}{m_{ps}} \left\{ -(M_1 + M_1') \overline{\pi}_1 (q', \lambda_1') \gamma_5 u_1(q, \lambda_1) - \Delta_E^{(1)} \overline{\pi}_1 (q', \lambda_1') \gamma^0 \gamma_5 u_1(q, \lambda_1) \right\}
\]

\( (B.29) \)

The contraction of both vertices, multiplied by propagator, formfactor, etc., yields the pseudovector matrix element:

\[
\langle q', \lambda_1', \lambda_2' | V_{pv} | q, \lambda_1, \lambda_2 \rangle = \frac{f_{ps} (f_{ps})}{m_{ps}^2} \left\{ (M_1 + M_1')(M_2 + M_2') \Gamma_8 + \Delta_E^{(1)} \Delta_E^{(2)} \Gamma_9 \\
- \Delta_E^{(1)} (M_2 + M_2') \Gamma_{10} - \Delta_E^{(2)} (M_1 + M_1') \Gamma_{11} \right\} \\
\mathcal{D}_{pv} [(q' - q)^2] \mathcal{F}_1 [(q' - q)^2] \mathcal{F}_2 [(q' - q)^2]
\]

Please note also here, that the first term of \( \Delta_E^{(i)} \) comes with opposite signs for \( i = 1, 2 \) as defined in eq.\( (B.25) \).
B.2. Partial wave decomposition

The BS equation is for its numerical solution decomposed into partial waves which reduces the space-like part of the integral into an easily tractable one dimensional integral. One employs here the complete set of Wigner $d$-functions $d^J_{\lambda\lambda'}(\theta)$ which are used to transform (rotate) a particle pair with relative momentum $q$ and relative helicity $\lambda = \lambda_1 - \lambda_2$ into a pair with relative momentum $q'$ and relative helicity $\lambda' = \lambda'_1 - \lambda'_2$ where both pairs have a total angular momentum of $J$ [Brink93]. The angle between the two relative momenta will be called $\theta$. The expansion of the full amplitude in partial waves is then given by

$$\langle q'\lambda'_1\lambda'_2|V|q\lambda_1\lambda_2 \rangle = \frac{1}{4\pi} \sum_J (2J+1) d^J_{\lambda\lambda'}(\theta) \langle \lambda'_1\lambda'_2|V^J(q', q)|\lambda_1\lambda_2 \rangle \quad (B.31)$$

Using the completeness relation, eq.(B.34), this immediately gives us the rule how to decompose a given matrix element into its different angular momenta:

$$\langle \lambda'_1\lambda'_2|V^J(q', q)|\lambda_1\lambda_2 \rangle = 2\pi \int_{-1}^{1} d\theta d\theta' d^J_{\lambda\lambda'}(\theta) d^J_{\lambda\lambda'}(\theta') \langle q'\lambda'_1\lambda'_2|V|q\lambda_1\lambda_2 \rangle \quad (B.32)$$

With these tools the BS equation can now be decomposed as total into the partial wave representation:

$$\langle \lambda'_1\lambda'_2|T^J(q', q, s)|\lambda_1\lambda_2 \rangle = \langle \lambda'_1\lambda'_2|V^J(q', q)|\lambda_1\lambda_2 \rangle + \sum_{h_1h_2} \int dk d^J_{\lambda\lambda'}(\theta) \langle \lambda'_1\lambda'_2|V^J(q', k)|h_1h_2 \rangle \langle h_1h_2|T^J(k, q)|\lambda_1\lambda_2 \rangle \quad (B.33)$$

B.2.1. Properties of $d$ functions

Here we list some useful properties of the $d$ functions. Orthogonality and symmetry relations are those of [Brink93], the formulation in terms of Legendre polynomials can be found, e.g., in [Machleidt87].

Orthogonality relations

$$\int_{-1}^{1} d\theta d\theta' d^J_{\lambda\lambda'}(\theta) d^J_{\lambda\lambda'}(\theta') = \delta_{JJ'} \frac{2}{2J+1} \quad (B.34)$$

$$\sum_{m'} d^J_{mnm'}(\theta_1) d^J_{m'mn'}(\theta_2) = d^J_{mnn'}(\theta_1 + \theta_2) \quad (B.35)$$

Symmetry relations

$$d^J_{mnm'}(\theta) = (-)^{m-m'} d^J_{m'mn}(\theta) = d^J_{-m'+m}(\theta) = d^J_{m'mn}(-\theta) = (-)^{J+m} d^J_{m'mn}(\pi + \theta) \quad (B.36)$$
Relation to the Legendre polynomials

Since $m$ and $m'$ are always relative helicities, they can only take the values 0 and ±1.

\[ d_{j0}^l(\theta) = P_j(\cos(\theta)), \quad (B.37) \]

\[ (1 + \cos(\theta))d_{11}^l(\theta) = P_j + \frac{J + 1}{2J + 1}P_{j+1} + \frac{1}{2J + 1}P_{j-1} \]

\[ = P_j + \frac{J}{J + 1}\cos(\theta)P_j + \frac{1}{J + 1}P_{j-1} \quad \text{(B.38)} \]

\[ (1 - \cos(\theta))d_{-11}^l(\theta) = -P_j + \frac{J + 1}{2J + 1}P_{j+1} + \frac{1}{2J + 1}P_{j-1} \]

\[ = -P_j + \frac{J}{J + 1}\cos(\theta)P_j + \frac{1}{J + 1}P_{j-1} \quad \text{(B.39)} \]

\[ \sin(\theta)d_{10}^l(\theta) = \frac{\sqrt{J(J+1)}}{2J + 1}(P_{j+1} - P_{j-1}) \]

\[ = \sqrt{\frac{J}{J + 1}}(\cos(\theta)P_j - P_{j-1}) \quad \text{(B.40)} \]

### B.2.2. Partial wave decomposition of helicity matrix elements

| $\lambda_1\lambda_2^\prime\lambda_1\lambda_2$ | $\langle \lambda_1\lambda_2^\prime|\lambda_1\lambda_2 \rangle d_{m_1,m_2}^l$ | $\langle \lambda_1\lambda_2^\prime|\bar{\sigma}_1 \cdot \bar{\sigma}_2|\lambda_1\lambda_2 \rangle d_{m_1,m_2}^l$ |
|------------------------------------------|---------------------------------|---------------------------------|
| ++++                                     | $\frac{1}{2}(x + 1)P_j$         | $\frac{1}{2}(x - 3)P_j$         |
| + + -                                    | $\frac{1}{2}(x - 1)P_j$         | $\frac{1}{2}(x + 3)P_j$         |
| + - +                                    | $\frac{1}{2}\sqrt{J+1}(P_{j-1} - JxP_j)$ | $\frac{1}{2}\sqrt{J+1}(P_{j+1} + (1 + J + Jx)P_j)$ |
| + - +                                    | $\frac{1}{2}\sqrt{J+1}(J(x - 1) - 1)P_j$ | $\frac{1}{2}\sqrt{J+1}(P_{j-1} + (1 + J + Jx)P_j)$ |
| + + -                                    | $\frac{1}{2}\sqrt{J+1}(P_{j-1} - JxP_j)$ | $\frac{1}{2}\sqrt{J+1}(P_{j+1} + (1 + J + Jx)P_j)$ |
| + + +                                    | $\frac{1}{2}\sqrt{J+1}(P_{j-1} - JxP_j)$ | $\frac{1}{2}\sqrt{J+1}(P_{j+1} + (1 + J + Jx)P_j)$ |
| - + +                                    | $\frac{1}{2}\sqrt{J+1}(P_{j-1} - JxP_j)$ | $\frac{1}{2}\sqrt{J+1}(P_{j+1} + (1 + J + Jx)P_j)$ |

Table B.2.: Elementary spin-operator matrix elements multiplied with $d_{\lambda_1^\prime\lambda_2^\prime\lambda_1\lambda_2}$ as it appears in the partial wave decomposition of kernel matrix elements.

In the actual evaluation of eq.(B.32) for decomposing the BS kernel of one boson exchange models we always get integrals of the following types:

\[ 2\pi \int_{-1}^{1} dx \frac{d_{m_1,m_2}^l(x) \langle \lambda_1\lambda_2^\prime|\lambda_1\lambda_2 \rangle}{(\vec{q} - \vec{q}')^2 + m^2} F[(\vec{q} - \vec{q}')^2] \quad \text{(B.41)} \]

\[ 2\pi \int_{-1}^{1} dx \frac{d_{m_1,m_2}^l(x) \langle \lambda_1\lambda_2^\prime|\bar{\sigma}_1 \cdot \bar{\sigma}_2|\lambda_1\lambda_2 \rangle}{(\vec{q} - \vec{q}')^2 + m^2} F[(\vec{q} - \vec{q}')^2] \quad \text{(B.42)} \]
B.3. The Bonn potentials

where $m_{1,2} = \lambda_1 - \lambda_2, \lambda'_1 - \lambda'_2$. The product of $d$ functions with the helicity matrix elements of 1 and $\sigma \cdot \sigma$ may be re expressed by simple Legendre polynomials, which simplifies the numerical evaluation. The respective expressions for the eight independent helicity states are listed in tab. B.2.

## B.3. The Bonn potentials

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_{\pi}$</td>
<td>138.03 MeV</td>
<td>138.03 MeV</td>
<td>138.03 MeV</td>
</tr>
<tr>
<td>$f_{\pi}$</td>
<td>1.00580</td>
<td>0.99562</td>
<td>0.99562</td>
</tr>
<tr>
<td>$\Lambda_{\pi}$</td>
<td>1050 MeV</td>
<td>1200 MeV</td>
<td>1300 MeV</td>
</tr>
<tr>
<td>$n_{\pi}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$m_{\eta}$</td>
<td>548.8 MeV</td>
<td>548.8 MeV</td>
<td>548.8 MeV</td>
</tr>
<tr>
<td>$f_{\eta}$</td>
<td>2.74099</td>
<td>2.31656</td>
<td>1.79440</td>
</tr>
<tr>
<td>$\Lambda_{\eta}$</td>
<td>1500 MeV</td>
<td>1500 MeV</td>
<td>1500 MeV</td>
</tr>
<tr>
<td>$n_{\eta}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$m_{\sigma}$</td>
<td>550 MeV</td>
<td>550 MeV</td>
<td>550 MeV</td>
</tr>
<tr>
<td>$g_{\sigma}$</td>
<td>10.22145</td>
<td>10.07459</td>
<td>10.04398</td>
</tr>
<tr>
<td>$\Lambda_{\sigma}$</td>
<td>2000 MeV</td>
<td>2000 MeV</td>
<td>1800 MeV</td>
</tr>
<tr>
<td>$n_{\sigma}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$m_{\delta}$</td>
<td>983 MeV</td>
<td>983 MeV</td>
<td>983 MeV</td>
</tr>
<tr>
<td>$g_{\delta}$</td>
<td>3.11246</td>
<td>6.25704</td>
<td>7.98525</td>
</tr>
<tr>
<td>$\Lambda_{\delta}$</td>
<td>2000 MeV</td>
<td>1500 MeV</td>
<td>1500 MeV</td>
</tr>
<tr>
<td>$n_{\delta}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$m_{\omega}$</td>
<td>782.6 MeV</td>
<td>782.6 MeV</td>
<td>782.6 MeV</td>
</tr>
<tr>
<td>$g_{\omega}$</td>
<td>15.8533</td>
<td>15.8533</td>
<td>15.8533</td>
</tr>
<tr>
<td>$(f/g)_{\omega}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>$\Lambda_{\omega}$</td>
<td>1500 MeV</td>
<td>1500 MeV</td>
<td>1500 MeV</td>
</tr>
<tr>
<td>$n_{\omega}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$m_{\rho}$</td>
<td>769 MeV</td>
<td>769 MeV</td>
<td>769 MeV</td>
</tr>
<tr>
<td>$g_{\rho}$</td>
<td>3.52714</td>
<td>3.45515</td>
<td>3.45515</td>
</tr>
<tr>
<td>$(f/g)_{\rho}$</td>
<td>6.1</td>
<td>6.1</td>
<td>6.1</td>
</tr>
<tr>
<td>$\Lambda_{\rho}$</td>
<td>1300 MeV</td>
<td>1300 MeV</td>
<td>1300 MeV</td>
</tr>
<tr>
<td>$n_{\rho}$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
</tbody>
</table>

Table B.3.: Parameters of the Bonn potentials [Machleidt87]

The one boson exchange model we use here for the nucleon sector is the Bonn meson exchange potential [Machleidt87], mostly Bonn A. The parameters of all three (charge independent) Bonn interactions are given in tab. B.3. In older works the $f$ couplings of the pseudoscalar mesons are often given also by constants called $g$. The relation between both is

$$g_{ps} = f_{ps} \frac{2M}{m_{ps}},$$  \hspace{1cm} (B.43)
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where $M$ denotes the nucleon mass.

In addition to the parameters given, there is an undocumented change to the $3^P_1$ kernel applied in the calculation necessary to reproduce the calculation of that partial wave by Machleidt and the experimental data: The attractive parts of the potential are set to 0. This very unpleasant ingredient destroys the meson exchange picture as a link between nuclear and hadron physics.

All three parameter sets have to be used in BS equation where the 3D propagator is the Thompson propagator.
C. G-Matrix: Details

C.1. Decomposition of the G-matrix

As explained already in the main part, sec. 3.1.3, to extract the Lorentz scalar amplitudes, corresponding to a specific set of covariants, the operator valued decomposition equation

\[ T = \sum_{i=1}^{N} f_i(|q'|, |q|, \vartheta_c, \sqrt{s}) C_i, \]  

(C.1)

\( (C_i \text{ stands for the covariants) has to be inverted in terms of a set of } N \text{ independent helicity amplitudes } \langle \cdots \rangle_h \)

\[ \langle T \rangle_h = \sum_{i=1}^{N} f_i(|q'|, |q|, \vartheta_c, \sqrt{s}) \langle C_i \rangle_h. \]  

(C.2)

To obtain \( f \), the matrix equation \( C_{hi} f_i = T_h \) has to be solved, once for each required set of parameters \( \{|q'|, |q|, \vartheta_c, \sqrt{s}\} \). To have well defined equations, first kinematic singularities at \( \vartheta_c = 0 \) and \( \vartheta_c = \pi \) have to be removed.

C.1.1. Removal of kinematic singularities in the T-matrix decomposition

As well the helicity matrix elements of the T-matrix, as also those of the covariants become 0 for some \( h \) at either \( \vartheta_c = 0 \) or \( \vartheta_c = \pi \) or both. The zeros in \( \langle C_i \rangle_h \) lead to a singular matrix and make an inversion impossible. They, however, coincide exactly with the limiting behavior of \( \langle T \rangle \) for \( \vartheta_c \to 0, \pi \) and are thus artifacts. To eliminate these spurious singularities we will separate off the angular dependence of both matrix elements.

In the numerical treatment the full T-matrix is obtained by resumming the partial wave components as given in eq. (1.7). The whole angular dependence is hidden in the \( d \) functions Their behavior for \( \vartheta_c \to 0, \pi \) is independent of \( J \) and depends only on the relative helicities \( \lambda = \lambda_1 - \lambda_2, \lambda' = \lambda'_1 - \lambda'_2 \). It can therefore be taken out of the sum. The behavior for the \( d \) functions at limiting angles is listed in tab. C.1.

The angular dependence of the covariants’ helicity matrix elements is contained in the matrix elements \( \langle 1 \rangle_h \) and \( \langle \sigma \cdot \sigma \rangle_h \) (for the evaluation of helicity matrix elements see app. B.1). The evaluated helicity matrix elements are listed in tab. C.2. Their limiting
Table C.1.: Limiting behavior of the $d$ functions for $\vartheta_c \to 0$ and $\vartheta_c \to \pi$. $\lambda^{(i)} = \lambda_1^{(i)} - \lambda_2^{(i)}$

<table>
<thead>
<tr>
<th>$\lambda$</th>
<th>$\lambda'$</th>
<th>$d^{J}_{\lambda \lambda'}(\vartheta_c \to 0)$</th>
<th>$d^{J}_{\lambda \lambda'}(\vartheta_c \to 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$H_1$</td>
<td>0</td>
<td>1</td>
<td>$(-)^J$</td>
</tr>
<tr>
<td>$H_2$</td>
<td>0</td>
<td>1</td>
<td>$(-)^J$</td>
</tr>
<tr>
<td>$H_3$</td>
<td>1</td>
<td>$\frac{1}{2} J(J+1) \vartheta_c^2$</td>
<td>$(\pi - \vartheta_c)^2$</td>
</tr>
<tr>
<td>$H_4$</td>
<td>-1</td>
<td>$\frac{1}{2} \sqrt{J(J+1)} \vartheta_c^0$</td>
<td>$\frac{\sqrt{J(J+1)}}{\vartheta_c}$</td>
</tr>
<tr>
<td>$H_5$</td>
<td>1</td>
<td>$-\frac{1}{2} \sqrt{J(J+1)} \vartheta_c^0$</td>
<td>$\frac{\sqrt{J(J+1)}}{\vartheta_c}$</td>
</tr>
<tr>
<td>$H_6$</td>
<td>0</td>
<td>$\frac{1}{2} \sqrt{J(J+1)} \vartheta_c^0$</td>
<td>$\frac{\sqrt{J(J+1)}}{\vartheta_c}$</td>
</tr>
<tr>
<td>$H_7$</td>
<td>-1</td>
<td>$\frac{1}{2} \sqrt{J(J+1)} \vartheta_c^0$</td>
<td>$\frac{\sqrt{J(J+1)}}{\vartheta_c}$</td>
</tr>
<tr>
<td>$H_8$</td>
<td>0</td>
<td>$\frac{1}{2} \sqrt{J(J+1)} \vartheta_c^0$</td>
<td>$\frac{\sqrt{J(J+1)}}{\vartheta_c}$</td>
</tr>
</tbody>
</table>

Table C.2.: Helicity matrix elements of the spin-space operators $1$ and $\sigma \cdot \sigma$. $\lambda^\pm_i = \lambda^+_i \pm \lambda^-_i$
behavior is given by
\[
\begin{align*}
\cos^2 \left( \frac{1}{2} \vartheta_c \right) & \underset{\vartheta_c \to \pi}{\longrightarrow} \frac{1}{4} \left( \pi - \vartheta_c \right)^2 - \frac{1}{24} \left( \pi - \vartheta_c \right)^4 + \mathcal{O}(\left( \pi - \vartheta_c \right)^6) \\
\sin^2 \left( \frac{1}{2} \vartheta_c \right) & \underset{\vartheta_c \to 0}{\longrightarrow} \frac{1}{4} \vartheta_c^2 - \frac{1}{24} \vartheta_c^4 + \mathcal{O}(\vartheta_c^6) \\
\cos \left( \frac{1}{2} \vartheta_c \right) \sin \left( \frac{1}{2} \vartheta_c \right) & \underset{\vartheta_c \to \pi}{\longrightarrow} \frac{1}{2} \left( \pi - \vartheta_c \right) - \frac{1}{24} \left( \pi - \vartheta_c \right)^2 + \mathcal{O}(\left( \pi - \vartheta_c \right)^5) \\
& \underset{\vartheta_c \to 0}{\longrightarrow} \frac{1}{2} \vartheta_c - \frac{1}{24} \vartheta_c^2 + \mathcal{O}(\vartheta_c^3)
\end{align*}
\] (C.3, C.4, C.5, C.6)

For the helicities $H_1$ and $H_2$, as defined in tab. C.1, there is a mixed behavior. Since both, $\langle 1 \rangle$ and $\langle \sigma \cdot \sigma \rangle$, are contained in the sum over covariants, no singularities appear there. In all other cases kinematical singularities appear at either one or both angles, simultaneously in $\langle 1 \rangle$ and $\langle \sigma \cdot \sigma \rangle$ with identical behavior. This can be nicely separated off.

A comparison between the problematic cases shows, that the behavior of the helicity matrix elements $\langle T \rangle_h$ and of $\langle C \rangle_h$ is the same for each $H$. In practice the $d$ functions in eq.(1.7) and the matrix elements given in tab. C.2 will have to be replaced by their limiting behaviors with removed 0 if the angle is close to a critical one.

C.1.2. Matrix elements of covariants

In this section the matrix elements of the covariants
\[
\gamma^{(2)} \mu Q^{(1)} \mu, \gamma^{(1)} \mu Q^{(2)} \mu, P \gamma^{(2)} \mu Q^{(1)} \mu, P \gamma^{(1)} \mu Q^{(2)} \mu,
\] (C.7)

which are not exactly straightforward to read off, are evaluated. We frequently use here the Dirac equations, eq.(A.3) and eq.(A.4), for removing particle four-momenta that are contained in
\[
Q^{(i)} \mu = \frac{1}{M_i + M'_i} (p_i + p'_i),
\] (C.8)

Taking into account the half off-shell structure of the 3D reduced $T$-matrix, we always have $p_{1,2}^0 = x_{21} \sqrt{s}$, i.e., the zero component of the momenta always contains its specific fraction of the on-shell energy $s$, see sec. 2.2.2. Defining $p_i = (p_i^0, \pm \mathbf{q})$ and $q_i = (E_i(q), \pm \mathbf{q})$, $\pm$ being for $i = 1, 2$, respectively, we thus have

\[
\begin{align*}
\overline{\pi}_1(q') \gamma^{(1)} \mu Q^{(2)} \mu u_1(q) &= \frac{1}{M_2 + M'_2} \overline{\pi}_1(q') \left[ \gamma^{(1)} \mu (p_2 + p'_2) \right] u_1(q) = \\
&= \frac{1}{M_2 + M'_2} \overline{\pi}_1(q') \gamma^{(1)} \mu \left[ (q_1 + q_1')^\mu - \eta^{\mu 0} (E_1(q) - p_2^0 + E_1(q') - p_2^0) \right] u_1(q) = \\
&= \frac{M_1 + M'_1}{M_2 + M'_2} \overline{\pi}_1(q') u_1(q) - \frac{\Delta E_1 + \Delta E'_1}{M_2 + M'_2} u_1(q') u_1(q)
\end{align*}
\] (C.9)
Analogously we get the expression for the axial vector, where an additional minus sign appears due to anticommutation of the gamma matrices:

\[ \bar{u}_1(q') \gamma_5 \gamma^{(1)} \mu Q^{(2)\mu} u_1(q) = \frac{M_1 - M'_1}{M_2 + M'_2} \overline{u}_1(q') u_1(q) - \frac{\Delta E_1 + \Delta E'_1}{M_2 + M'_2} \overline{u}_1(q') u_1(q) \] (C.10)

This yields the matrix elements

\[ \langle K_6 \rangle = \left\langle \gamma^{(2)\mu} Q^{(1)\mu} \right\rangle \]
\[ = \left[ \frac{M_2 + M'_2}{M_1 + M'_1} \overline{u}_2(q') u_2(q) - \frac{\Delta E_2 + \Delta E'_2}{M_1 + M'_1} \overline{u}_1(q') u_1(q) \right] \overline{u}_1(q') u_1(q) \] (C.11)

\[ \langle K_7 \rangle = \left\langle \gamma^{(1)\mu} Q^{(2)\mu} \right\rangle \]
\[ = \left[ \frac{M_1 + M'_1}{M_2 + M'_2} \overline{u}_1(q') u_1(q) - \frac{\Delta E_1 + \Delta E'_1}{M_2 + M'_2} \overline{u}_1(q') u_1(q) \right] \overline{u}_2(q') u_2(q) \] (C.12)

\[ \langle K_8 \rangle = \left\langle P_{\gamma}^{(2)\mu} Q^{(1)\mu} \right\rangle \]
\[ = \left[ \frac{M_2 - M'_2}{M_1 + M'_1} \overline{u}_2(q') \gamma_5 u_2(q) + \frac{\Delta E_2 + \Delta E'_2}{M_1 + M'_1} \overline{u}_2(q') \gamma_5 u_2(q) \right] \overline{u}_1(q') u_1(q) \] (C.13)

\[ \langle K_9 \rangle = \left\langle P_{\gamma}^{(1)\mu} Q^{(2)\mu} \right\rangle \]
\[ = \left[ \frac{M_1 - M'_1}{M_2 + M'_2} \overline{u}_1(q') \gamma_5 u_1(q) + \frac{\Delta E_1 + \Delta E'_1}{M_2 + M'_2} \overline{u}_1(q') \gamma_5 u_1(q) \right] \overline{u}_2(q') \gamma_5 u_2(q) \] (C.14)

For on-shell amplitudes, \( q' = q = q_s \) and identical particles we obtain \( \Delta E = 0 \). In this case there are only five invariants left, because \( \langle K_8 \rangle = \langle K_9 \rangle = 0 \) and \( \langle K_6 \rangle = \langle K_7 \rangle = \langle K_1 \rangle \).

The \( K_i \) are defined in eq.(3.23).
D. DDRH Parameter Sets

In this appendix we give the parametrizations and parameters of the vertex functionals used in the DDRH calculations of this work.

D.1. Nucleon-nucleon interactions

For the nuclear sector of our calculations we used the parametrization of [Fuchs95], which is a mapping of DBHF self-energies obtained by Brockmann and Machleidt [Brockmann90] using the Bonn A potential. The $\sigma$ and the $\omega$ couplings are treated density dependent with a polynomial parametrization of $g^2(k_F)$

$$g^2_\alpha(k_F) = g^2_\alpha(k_{F,0}) \left( 1 + \sum_i a_{\alpha,i} \left(1 - \frac{k_F}{k_{F,0}}\right)^i \right), \quad \alpha = \sigma, \omega.$$  \hfill (D.1)

$k_{F,0}$ is the Fermi momentum of the parametrized DBHF calculation at saturation. Here we have $k_{F,0} = 1.4 \, fm^{-1}$. The expansion is done up to second order with the parameters:

$$
\begin{array}{c|ccc}
\alpha & g^2_\alpha(k_{F,0}) & \frac{M^2}{m^2} & a_{1,\alpha} & a_{2,\alpha} \\
\hline
\sigma & 248.395 & 1.2102 & 1.6277 \\
\omega & 179.038 & 1.2889 & 1.7771
\end{array}
$$  \hfill (D.2)

The meson masses are: $m_\sigma = 550 \, MeV$, $m_\omega = 782.6 \, MeV$ and $m_\rho = 770.0 \, MeV$ and the density independent coupling $g_\rho = 4.038$.

D.2. Hyperon-nucleon interactions

<table>
<thead>
<tr>
<th>Set</th>
<th>$R_\sigma$</th>
<th>$R_\omega$</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.49</td>
<td>0.553</td>
</tr>
<tr>
<td>II</td>
<td>0.49</td>
<td>0.542</td>
</tr>
<tr>
<td>III</td>
<td>0.2525</td>
<td>0.2529</td>
</tr>
</tbody>
</table>

Table D.1.: Scaling factors of the $\Lambda$ vertices.

For the hyperon-meson vertices we used a scaled version of the functionals given above

$$g^2_{\Lambda\alpha}(k_F^\Lambda) = R^2_{\alpha} g^2_\alpha(k_F)$$  \hfill (D.3)
D. DDRH Parameter Sets

We used three different sets, of scaling factors. Set I and two were derived in [Keil00], starting with a microscopically obtained scaling factor for the Λ-σ vertex by [Haidenbauer98] and fixing the Λ-ω vertex to match hypernuclear single particle spectra. Set I is fixed to describe the intermediate and high mass Λ hypernuclei, whereas Set II is required to describe the low mass hypernuclei. This reflects the different dynamics at work in the two mass regimes. Set III has been derived in sec. 8 from recent high precision data of intermediate mass hypernuclei. The respective scaling factors are given in tab.
E. Hypernuclear Structure

E.1. Matrix Elements for Auger neutron rates

For the evaluation of the matrix elements the transition form-factors, eq. (9.7), are evaluated in the spherical basis of Dirac wave functions:

\[
\rho_{12}(q) = \int d^3x \bar{\psi}_1(x) \hat{\Gamma} \psi_2(x) \ e^{i\vec{q} \cdot \vec{x}}
\]

\[
= \sum_{\lambda \mu} (-\lambda)^{\lambda} Y^*_{\lambda\mu}(\hat{q}) \int d\Omega \ dr \ r^2 j_\lambda(kr) Y_{\lambda\mu}(\vec{r}) \left( \frac{g_1(r)}{i f_1(r)} \right) Y_{j_\lambda m_\lambda}(\theta, \phi)
\]

\[
\hat{\Gamma}(g_2(r) \Omega_{j_2 l_2 m_2}(\theta, \phi)) \right)
\]

(E.1)

\(\hat{\Gamma}\) is either the 4 \(\times\) 4 unit matrix or \(\gamma_\mu\), depending on whether the scalar or the vector potential is evaluated. \(\hat{q}\) and \(\hat{r}\) denotes the unit vectors in direction of \(\vec{q}\) and \(\vec{r}\), respectively. The spinors are the usual total angular momentum eigenstates of the Dirac equation with the generalized spin-angle spherical harmonics \(\Omega_{jlm}(\theta, \phi)\) obtained by coupling spin and orbital angular momenta [Brussaard]. The numerical solution of the radial Dirac equation was discussed e.g. in [Fuchs95]. The orbital angular momenta \(l\) and \(\tilde{l}\) are determined by \(j\) and the parity \(\pi\):

\[
l = \begin{cases} 
  j + 1/2 & \text{for } \pi = (-)^{j+1/2} \\
  j - 1/2 & \text{for } \pi = (-)^{j-1/2}
\end{cases} \quad \tilde{l} = \begin{cases} 
  j - 1/2 & \text{for } \pi = (-)^{j+1/2} \\
  j + 1/2 & \text{for } \pi = (-)^{j-1/2}
\end{cases}
\]

(E.2)

For the scalar vertex we get then

\[
\rho^{s}_{12}(q) = \sum_{\lambda \mu} (-\lambda)^{\lambda} Y^*_{\lambda\mu}(\hat{q}) \left\{ \left[ \int dr \ r^2 g_1(r) g_2(r) j_\lambda(qr) \right] \left[ \int d\Omega \ \Omega_{j_1 l_1 m_1}^* Y_{\lambda\mu} \Omega_{j_2 l_2 m_2} \right] \\
- \left[ \int dr \ r^2 f_1(r) f_2(r) j_\lambda(qr) \right] \left[ \int d\Omega \ \Omega_{j_1 l_1 m_1}^* Y_{\lambda\mu} \Omega_{j_2 l_2 m_2} \right] \right\}
\]

(E.3)

The radial matrix element is evaluated numerically. The angular integral can be performed analytically. By means of the Wigner-Eckhardt theorem [Brussaard] it can be expressed by Clebsch-Gordan coefficients and reduced matrix elements

\[
\int d\Omega \ \Omega_{jlm}^* Y_{\lambda\mu} \Omega_{j' l' m'} = \langle jlm | Y_{\lambda\mu} | j' l' m' \rangle = (-)^{j-m} \left( \begin{array}{ccc} j & \lambda & j' \\ -m & \mu & m' \end{array} \right) \left( \begin{array}{c} l_1/2 \\ 1 \end{array} \right) \left( \begin{array}{c} l_1/2 \\ 1 \end{array} \right)
\]

(E.4)
For the vector transition form factor we have to evaluate

\[ \rho_{12}^v(q) = \sum_{\lambda \mu} (-)^\lambda \langle \gamma_{\lambda \mu} | \rho(q) \rangle = \begin{bmatrix} \int dr^2 g_1(r) g_2(r) f_{j\lambda}(qr) \int d\Omega \Omega_{j_1l_1 m_1} Y_{\lambda \mu} \Omega_{j_2l_2 m_2} \\ \int dr^2 f_1(r) f_2(r) j_{j\lambda}(qr) \int d\Omega \Omega_{j_1l_1 m_1} Y_{\lambda \mu} \Omega_{j_2l_2 m_2} \end{bmatrix} \]

\[ + \begin{bmatrix} \int dr^2 g_1(r) g_2(r) f_{j\lambda}(qr) \int d\Omega \Omega_{j_1l_1 m_1} Y_{\lambda \mu} ^\dagger \Omega_{j_2l_2 m_2} \\ \int dr^2 f_1(r) f_2(r) j_{j\lambda}(qr) \int d\Omega \Omega_{j_1l_1 m_1} Y_{\lambda \mu} ^\dagger \Omega_{j_2l_2 m_2} \end{bmatrix} \]

\[ + \begin{bmatrix} \int dr^2 g_1(r) g_2(r) f_{j\lambda}(qr) \int d\Omega \Omega_{j_1l_1 m_1} Y_{\lambda \mu} \Omega_{j_2l_2 m_2} \\ \int dr^2 f_1(r) f_2(r) j_{j\lambda}(qr) \int d\Omega \Omega_{j_1l_1 m_1} Y_{\lambda \mu} \Omega_{j_2l_2 m_2} \end{bmatrix} \]

(E.5)

The \( \sigma \) are the usual Pauli matrices. The reduced matrix element for the angular \( \rho_{12}^v \) matrix element is identical to equation (E.4), for the spatial components it is given by

\[ \langle jlm | Y_{\lambda \mu} \sigma_M | j' l' m' \rangle = \sum_{IN} \langle \lambda \mu 1M | IN \rangle \langle jlm | Y_{\lambda \mu} \sigma_M | j' l' m' \rangle \]

\[ = \sum_{IN} (-)^{j-m} \langle \lambda \mu 1M | IN \rangle \begin{bmatrix} j & I & j' \end{bmatrix} \begin{bmatrix} 1 \lambda \sigma \frac{1}{2} \frac{1}{2} j' \end{bmatrix} \]

\[ = \sum_{IN} (-)^{j-m} \langle \lambda \mu 1M | IN \rangle \begin{bmatrix} j & I & j' \end{bmatrix} \begin{bmatrix} l & \frac{1}{2} & j \frac{1}{2} \sigma \frac{1}{2} \frac{1}{2} \end{bmatrix} \]

(E.6)

Note that the Pauli matrices \( \sigma_M, M = 0, \pm 1 \), are used here in the spherical basis [Brussaard]. Explicit expressions for the reduced matrix elements are found e.g. in ref. [Brussaard].
F. Numerics

F.1. Solution of the Bethe-Salpeter integral equation

The partial wave decomposed BS equation is solved by transforming it into a linear system of equations, separately for both parities. Since it is not explicitly needed in this section, the angular momentum index $J$ of the matrix elements will be suppressed. As first step the principal value integral is rewritten as described in sec. F.1.1, following eq.(F.17):

$$\mathcal{P} \int_a^b dk k^2 \frac{g_r(k)}{s_k - s} V(q', k) T(k, q, s) =$$

$$\int_a^b dk \left[ \frac{k^2 g_r(k)}{s_k - s} V(q', k) T(k, q, s) - \frac{k^2 E_1^s E_2^s g_r(k_s)}{s(k^2 - k_s^2)} V(q', k_s) T(k_s, q, s) \right]$$

$$+ \frac{k_s E_1^s E_2^s g_r(k_s)}{2s} \log \left( \frac{(b - k_s)(a + k_s)}{(a - k_s)(b + k_s)} \right) V(q', k_s) T(k_s, q, s)$$

$$\equiv \mathcal{P}_1(s)$$

(F.1)

If treating channels in which a coupling of different two particle states exists, care has to be taken when $q_s^2 < 0$ (see the discussion in sec. 2.2.2). $q_s^2$ is not a deliberate relative loop momentum, it is connected to $s$ and thus negative for a baryon pair subthreshold. In contrast to the two baryon propagator, a potential matrix element with $q_s^2 < 0$ is unphysical and equals 0. The integral is now discretized for its numerical evaluation. We change the notation to bra-ket $q \rightarrow |i\rangle$, $q' \rightarrow \langle o|$, $k \rightarrow \langle l|$, $l \rangle$ in the matrix elements. $i, o, l$ are integer valued indices.

$$\sum_l^N \left[ \frac{k^2 g_r(k_l)}{s_l - s} \langle o| V| l\rangle \langle l| T|i\rangle - \frac{k^2 E_1^s E_2^s g_r(k_s)}{s(k^2 - k_s^2)} \langle o| V| k_s\rangle \langle k_s| T|i\rangle \right] \Delta k$$

$$+ \mathcal{P}_1 \langle o| V| k_s\rangle \langle k_s| T|i\rangle$$

(F.2)

Defining now

$$P_2(s) = \frac{k_s E_1^s E_2^s g_r(k_s)}{s} \sum_l^N \frac{1}{k_l^2 - k_s^2} \Delta k,$$

where the sum has to be evaluated on the same grid as the other sum, the discretized and regularized integral is

$$\mathcal{P} \int_a^b dk k^2 \frac{g_r(k)}{s_k - s} V(q', k) T(k, q, s) =$$

$$\sum_l^{N+1} \left[ \frac{k^2 g_r(k_l)}{s_l - s} (1 - \delta_{l,N+1}) + (P_1(s) - P_2(s)) \delta_{l,N+1} \right] \langle o| V| l\rangle \langle l| T|i\rangle \Delta k$$

(F.4)
The sum was extended to contain one more term, where \( k_{N+1} \equiv k_s \). Now the BS equation looks as follows:

\[
\langle o \mid T(s) \mid i \rangle = \langle o \mid V \mid i \rangle + \sum_{l}^{N+1} \left[ \frac{k_l^2 g_r(k_l)}{s_l - s} (1 - \delta_{l,N+1}) + (P_1(s) - P_2(s)) \delta_{l,N+1} \right] \langle o \mid V \mid l \rangle \langle l \mid T \mid i \rangle \Delta k
\]

(F.5)

and can easily be reformulated to a linear system for \( T \) when pulling the lhs under the sum:

\[
\langle o \mid V \mid i \rangle = \sum_{l}^{N+1} \left[ \delta_{l,o} - \left\{ \frac{k_l^2 g_r(k_l)}{s_l - s} (1 - \delta_{l,N+1}) + (P_1(s) - P_2(s)) \delta_{l,N+1} \right\} \langle o \mid V \mid l \rangle \right] \langle l \mid T \mid q \rangle \Delta k
\]

(F.6)

(which has the side effect, that it fixes the so far unrestricted outgoing momentum to lie on the integration grid or to be \( q_s \)). To clarify what are the external variables and which are those integrated over let us reformulate the above equation explicitly in matrix form

\[
(A(s))_{ol} \equiv \left[ \delta_{l,o} - \left\{ \frac{k_l^2 g_r(k_l)}{s_l - s} (1 - \delta_{l,N+1}) + (P_1(s) - P_2(s)) \delta_{l,N+1} \right\} \langle o \mid V \mid l \rangle \right] \langle l \mid T \mid k_i \rangle
\]

\[
(l \mid T(s) \mid i)_{l} \equiv \bar{T}(s, k_i)
\]

\[
(\langle o \mid V \mid i \rangle)_{o} \equiv \bar{V}(k_i),
\]

(F.7)

\[
A(s) \cdot \bar{T}(s, k_i) \Delta k = \bar{V}(k_i)
\]

(F.8)

So \( s \) and the incoming momentum \( k_i \) are parameters. Eq. (F.8) defines the full off-shell \( T \)-matrix. The equation for the physically relevant half off-shell \( T \)-matrix is obtained by choosing \( k_i = k_s \).

This scheme can be easily generalized to deal with a multichannel system. Having, e.g., \( N_B \) baryon species and \( N_q \) momentum steps, using the labels \( h, b, k \) for helicity, baryon species and momentum, respectively, the generalized summation index \( l \) could be composed as \( l = N_q N_B h + N_q b + k \).

It is tempting to assign the lower limit of the angle averaged Pauli operator to \( a \) in eq.(F.1). This, however, turns out to be numerically absolutely unstable. The best choice for numerical stability is alway \( a = 0 \) and \( b = \infty \). Calculating in-medium interactions the number of integration steps needs to be set a lot higher than for free scattering due to the step of the Pauli operator.

Numerically the integral discretization is done corresponding to Gauss-integration

\[
\int_{-1}^{1} dx \ f(x) = \sum_{i=1}^{N} f(x_i) \ d_i
\]

(F.9)

This has proven to be a very efficient method in terms of the amount of grid points needed. The original interval \((-1, 1)\) of the Gauss points is stretched to the interval \((0, \infty)\) by

\[
k_i = C \tan \left( \frac{\pi}{4} (x_i + 1) \right)
\]

(F.10)
and the weights then become
\[ w_i = C\frac{\pi}{4\cos\left(\frac{\pi}{4}(x_i + 1)\right)}. \] (F.11)

In the transformed Gauss points the integral is
\[ \int_0^\infty dx f(x) = \sum_{i=1}^N f(k_i) w_i. \] (F.12)

### F.1.1. Numerical evaluation of principle value integrals

The evaluation of principle value integrals is performed in all our numerical treatments by
the subtraction method. Knowing the characteristics of the pole, e.g. being \(\propto (x-x_0)^{-1}\)
or \(\propto \log(|x-x_0|)\) as our poles are, it is clear that sufficiently close to the pole the functions
will only be \(a(x-x_0)^{-1}\) and \(a \log(|x-x_0|)\). The constants \(a\) are determined and the
respective expressions are subtracted from the integrand. This perfectly regularizes the
integral. The position of the pole has to be known, however, to correct for the mistake done by
the subtraction the principal value integral over the subtracted expression has to be added again. This part can, in fact, be integrated analytically, which is the merit of that method.

\[
\mathcal{P} \int_a^b \frac{f(x)}{x-x_0} dx = \int_a^b \frac{f(x) - f(x_0)}{x-x_0} dx + f(x_0) \mathcal{P} \int_a^b \frac{1}{x-x_0} dx \tag{F.13}
\]

Here is a list of the principal value integrals used in our numerical treatments:

\[
\mathcal{P} \int_a^b \frac{1}{x-x_0} dx = \log \left( \frac{x_0 - a}{x_0 - b} \right) \tag{F.14}
\]

\[
\mathcal{P} \int_a^b \frac{1}{x^2-x_0^2} dx = \frac{1}{2x_0} \log \left( \frac{(b-x_0)(a+x_0)}{(a-x_0)(b+x_0)} \right) \tag{F.15}
\]

\[
\mathcal{P} \int_a^b \log(|x-x_0|) dx = (b-x_0) \left( \log(|b-x_0|) - 1 \right)
- (a-x_0) \left( \log(|a-x_0|) - 1 \right) \tag{F.16}
\]

The decomposition of a principal value integral, described in eq.(F.13), is especially advantageous if the integral runs from 0 to \(\infty\), since then the last term will vanish, as can be easily seen from eqs.(F.14)–(F.16).

An important case to evaluate for the solution of the BS equation is the following
principal value integral:

\[ \mathcal{P} \int_a^b dk \frac{f(k)}{s(k) - s_0} \] (F.17)

where \(f(k)\) is regular. \(s(k)\) is the total energy, the pole momentum \(k_0\) can be evaluated
from eq. (1.32). The integrand can now be rewritten as

$$\mathcal{P} \int_a^b \frac{dk}{s(k) - s_0} = \mathcal{P} \int_a^b \frac{F(k)}{k^2 - k_0^2}$$

$$= \int_a^b dk \left\{ \frac{F(k) - F(k_0)}{k^2 - k_0^2} + \frac{F(k_0)}{2k_0} \log \left| \frac{(b-k_0)(a+k_0)}{(a-k_0)(b+k_0)} \right| \right\}$$  \hspace{1cm} (F.18)

by defining

$$F(k) \equiv \frac{k^2 - k_0^2}{s(k) - s_0} f(k)$$ \hspace{1cm} (F.19)

Now we will evaluate $F(k_0)$ which also shows that this transformation is well defined, i.e., $F$ is also regular:

$$F(k_0) = \lim_{k^2 \rightarrow k_0^2} \frac{k^2 - k_0^2}{s(k) - s_0} f(k) = \frac{\lim_{k^2 \rightarrow k_0^2} \partial k^2 \left[ f(k)(k^2 - k_0^2) \right]}{\lim_{k^2 \rightarrow k_0^2} \partial k^2 (s(k) - s_0)} = \frac{f(k_0) E_1^0 E_2^0}{s_0}$$ \hspace{1cm} (F.20)

As the final result we then get

$$\mathcal{P} \int_a^b \frac{dk}{s(k) - s_0} = \int_a^b dk \left[ \frac{f(k)}{s(k) - s_0} - \frac{f(k_0) E_1^0 E_2^0}{s_0 (k^2 - k_0^2)} \right]$$

$$+ \frac{f(k_0) E_1^0 E_2^0}{2s_0 k_0} \log \left| \frac{(b-k_0)(a+k_0)}{(a-k_0)(b+k_0)} \right|$$  \hspace{1cm} (F.21)
Bibliography


[GSI01] Reise zum urknall. GSI Sonderheft p. 10.


Bibliography


167


see e.g. particle data book, sect. 34, p. 211.


Deutsche Zusammenfassung

ranz und ein korrektes Verhalten unter Lorentz Transformation der gesamten Theorie bis zur Implementierung interner Symmetrien in die Lagrangedichte. Bezogen auf diese Arbeit ist die SU(3) Flavor-Symmetrie von großer Bedeutung, da sehr wenig über die Wechselwirkung zwischen Hyperonen und zwischen Hyperonen mit Nukleonen bekannt ist.

Der relativistische Ein-Boson-Austausch Formalismus, kombiniert mit Dirac-Brueckner-
Hartree-Fock (DBHF) Theorie für Rechnungen bei endlicher Baryonendichte wird zur Beschreibung effektiver Wechselwirkungen benutzt. Dieser stellt eine gängige Näherung dar, um das durch die Bethe-Salpeter Gleichung beschriebene Zweiteilchen Streuproblem zu lösen. Die Methode besteht darin, den vollen Streukern nach der Tree-Level Ordnung abzuschneiden und zusätzlich die zeitartige Komponente des Loop-Integrals derart kovariant festzulegen, dass sich das Problem auf die Lösung einer Integralgleichung reduziert, welche nur noch von den drei raumartigen Impulsdimensionen abhängt. Die resultierende Streugleichung ist sehr ähnlich zur nichtrelativistischen Lipmann-Schwinger Gleichung, hat gegenüber dieser aber den Vorteil, dass sie das korrekte Verhalten unter Lorentz-Transformation zeigt. Letzteres ist insbesondere bei der Berechnung von In-

Da die Anwendung der DBHF-Theorie auf endliche Systeme technisch nicht durch-

Da der dynamische Inhalt der benutzten effektiven Wechselwirkungen im vorgestellten Formalismus vollständig bekannt ist, können systematisch Korrekturen zu den benutzten Näherungen berechnet werden. Dies kann an zwei Stellen geschehen: 1) zum Einen durch Erweiterungen des Kerns der Streugleichung um weitere Klassen von Diagrammen, z.B. dynamische Polarisations; 2) zum Anderen können systematische Korrekturen der DDRH Rechnungen in Mean-Field Näherung bestimmt werden, da die DDRH Vertexfunktionale aus Feldoperatoren bestehen. Im Gegensatz zu Kernstrukturrechnungen mit phenomenologischen Wechselwirkungen sind diese Korrekturen unter Kontrolle, und eine Doppelberücksichtigung von Diagrammatischen Klassen ist ausgeschlossen.

Übereinstimmung mit dichteabhängigen Vertexfunktionalen, die aus DBHF Rechnungen extrahiert wurden, fest.

In DBHF-Theorie untersuchten wir, unter Vernachlässigung von Selbstenergieeffekten, die Änderung der Dynamik von Baryon-Baryon Wechselwirkungen bezüglich einer Veränderung in Kopplungskonstanten und Massen. Es zeigte sich, dass die signifikantesten Veränderungen in der effektiven Wechselwirkung durch Veränderungen der \( g \) Kopplungen hervorgerufen werden. Eine wichtige Frage, die sich bei Berechnungen von Hyperkernstruktur und Neutronensterneigenschaften in phänomenologischen Modellen stellt, ist, inwieweit die SU(3) Skalierungen, die nur für die elementaren Vertizes wohldefiniert sind, auch für Vertizes effektiver Wechselwirkungen, wie sie in diesen Modellen verwendet werden, gültig sind. Es zeigte sich in unseren Untersuchungen, dass diese Relationen für effektive Wechselwirkungen nicht einmal näherungsweise gelten. AN- und NN-Wechselwirkung sind allerdings in guter Näherung, unabhängig vom umgebenden Medium, durch konstante Faktoren miteinander verknüpft, welche signifikant kleiner als die Vorhersagen von SU(6) Spin-Flavor Symmetrie sind.
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