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Abstract

Precise mass values of nuclides are of great importance for the basic understanding of nuclear structure and decay. The neutron-rich area of nuclides up to the neutron dripline has the largest discovery potential for new nuclear properties. The neutron dripline is reached only for light elements up to oxygen.

The combination of the fragment separator FRS with the storage ring ESR at GSI is a unique facility in the world for research with exotic nuclei. The software package TOFSIM was developed to simulate the crucial parameter settings for the performance of these complex facilities in the present experiments.

In this study we used neutron-rich nuclides produced via fragmentation of 456 A·MeV $^{70}$Zn projectiles and via fission of $^{238}$U projectiles at different energies (380–415 A·MeV). The FRS separated in-flight the selected exotic nuclei and injected them into the ESR. Bare or H-like ions were investigated in the ESR operated in the isochronous mode as a high-resolution time-of-flight mass spectrometer.

The present experimental studies are the first isochronous mass measurements that covered a larger area of n-rich short-lived nuclides. More than 500 peaks corresponding to 280 neutron-rich isotopes from oxygen to promethium were carefully analyzed. For 41 nuclides experimental mass values were obtained for the first time and for 20 isotopes the current values in the literature were improved. A mass resolving power of $2 \times 10^5$ was achieved for ions with the best isochronicity and the accuracy ranged from 140–400 keV. The nuclide with the shortest known half-life (17 ms) was $^{13}$B, however, we can investigate nuclides with much lower half-lives, since the method allows to go down to a few hundreds of $\mu$s.

Comparisons of our experimental results with different mass predictions reveal large deviations particularly for the most neutron-rich nuclides. A remarkable result is that the pure microscopic theoretical model [SGP03] is better ($\sigma_{\text{rms}} = 575$ keV) in this new territory than the microscopic-macroscopic FRDM description [MNMS95] ($\sigma_{\text{rms}} = 667$ keV). In the recently measured neutron-deficient new mass surface the FRDM prediction was still a factor of two superior due to the method of parameter adjustment to experimental data. This reflects the advantage of microscopic theories for unknown mass areas far from the valley of beta stability. Much room for improvements is also observed from the comparison with the Atomic Mass Evaluation (AME) [ABW03]. The AME has for our
previously measured new neutron-deficient mass surface [Lit03] a \( \sigma_{\text{rms}} \) deviation of 148 keV and has now for the 41 new masses in this work 651 keV. For individual nuclides the deviation is even larger, e.g. for \( ^{109}\text{Nb} \) and \( ^{114}\text{Tc} \) isotopes the differences from AME reach 1.5 MeV.

The region of the new masses from this experiment can also contribute to the knowledge of nucleosynthesis for r-process nuclei and help to determine the corresponding path.

In summary this pioneering experiment performed at the FRS-ESR facility at GSI contributes a lot to improve the knowledge on neutron-rich nuclides. In future experiments our goals are to increase the resolution and accuracy of the method and to reach more exotic nuclei, particularly along the predicted r-process path for Z>30.
Zusammenfassung

Experimente zur genauen Massenmessungen von kurzlebigen exotischen Kernen sind von großer Bedeutung, um die Kernmodelle überprüfen und verbessern zu können. Besonders sind diese Beiträge bei den neutronenreichen Kernen wertvoll, da dort die Dripline nur bis zum Sauerstoff erreicht wurde und somit diese Kerne das grösste Entdeckungspotential für neue Eigenschaften darstellen.

Die Kombination des Fragmentseparators FRS mit dem Speicherring ESR ist eine einmalige und sogleich universelle Anlage zur Untersuchung von exotischen Kernen. Im Rahmen dieser Arbeit wurde zunächst das Computerprogramm TOFSIM entwickelt, um die Experimentplanung, Durchführung und Datenanalyse effektiv zu unterstützen. Solche Simulationsprogramme sind unentbehrlich für die Forschungsarbeiten mit den komplexen Anlagen, wie FRS und ESR bei GSI.


In den isochronen Massenmessungen dieser Arbeit wurden für 41 neutronenreiche Kerne im Elementbereich von Sauerstoff bis Promethium die Massen erstmals gemessen und für 20 Kerne die Literaturwerte verbessert. Dabei wurden die Zeitverteilungen von 280 Isotopen gemessen und analysiert. Im Bereich der untersuchten Kerne hatte das kurzlebigste Isotop eine Halbwertszeit von 17 ms (13B), jedoch ist die isochrone Massenmessung prinzipiell bis hinunter in den Zeitbereich von einigen hundert Mikrosekunden voll einsetzbar.
In den Massenmessungen konnte eine Auflösung von 200000 für die isochron umlaufenden Teilchen erreicht werden. Die Genauigkeit betrug 140–400 keV und war hauptsächlich durch die erreichte Statistik und die Eigenschaften der Referenzmassen bestimmt.


Die erzielten neuen und verbesserten Massenwerte können nicht nur zur Verbesserung der Kernmodelle einen Beitrag leisten, sondern sind auch wichtig zum Verständnis des r-Prozesses und vor allem auch zum Festlegen des entsprechenden Pfades auf der Nuklidkarte.
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Chapter 1

Introduction

The mass of a nucleus, and thus its binding energy, is one of the most basic nuclear property. All strong and Coulomb interactions contribute to the total nuclear binding energy, which determines their masses. Mass measurements far from the valley of stability are of primary interests for nuclear structure research. The chart of nuclides with the presently known masses is shown in Fig. 1.1.

Figure 1.1: Chart of nuclides with presently known masses (green area) [ABW03]. The proton and neutron driplines and the fission barrier are the borders for the existence of nuclei. The area of neutron-deficient nuclides is almost fully covered with measured masses, whereas the neutron-rich region is still a Terra Incognita, where the neutron dripline is not observed for Z>8.
1. Introduction

1.1 Motivation

Masses of nuclides intrinsically provide essential information about nuclear structure. For example, the study of binding energy differences, i.e. separation energies of nucleons can reveal new regions of deformation or the evolution of shell-closures.

Various models have been developed to reproduce measured masses and to predict unknown masses: collective semi-empirical microscopic-macroscopic models [MNMS95], phenomenological microscopic models such as shell-model calculations [LZ76], Hartree-Fock mean-field calculations [SGP03], relativistic mean-field calculations [LRR99], etc. Basic theories predict binding energies, but with a same model also other properties. Various force functions applied in self-consistent mean-field models lead to different predictions and large discrepancies from experimental values, as is illustrated in Fig. 1.2.

![Figure 1.2](image-url)
1.1 Motivation

The predictive power of these models developed from existing data on stable nuclei can be greatly improved by extending mass measurements to the most exotic nuclei as well as by improving the precision of known masses. Predictions of mass models for exotic nuclei located at the drip-lines, i.e. the limits of stability against the emission of a proton or neutron, diverge from each other by several MeV or even tens of MeV. Much more reliable mass predictions and, consequently, more experimental data are crucial if we are to deeper understand the structure of nuclei.

Determination of masses also play an important role in other fields of physics, such as atomic physics or nuclear astrophysics. In the latter, masses allow to account for the abundances of nuclides or to determine the path of nucleosynthesis processes, such as the rapid neutron-capture (r-) process on the neutron-rich side of the nuclear chart, or the rapid proton-capture (rp-) process on the neutron-deficient side, which proceeds along the \( N = Z \) line, therefore close to stability for light nuclei but close to the proton drip-line for heavier nuclei, see Fig. 1.3.

![Figure 1.3: Relevance of exotic nuclei for nuclear astrophysics. The chart of the nuclides showing the stable nuclei (black squares) and the observed unstable nuclei (yellow area). The rp-, s- and r- process paths of the nucleosynthesis are also indicated. The insets represent Hubble Space Telescope images of the nova Cygii 1992, a possible site for the rp-process, and afterglow from SN1987A, a r-process site.](image-url)
1.2 Production and Separation of Exotic Nuclei

An experiment with exotic nuclides requires first their efficient production. As these nuclides are produced in different nuclear reactions together with a huge amount of other less interesting nuclides, the main task is to separate them in a short time.

1.2.1 Production of Exotic Nuclides

There are several reactions used to produce secondary exotic beams. Projectile fragmentation and fission are effective reactions at high energies, which are used in the present study. At low energies the fusion process is also used. The range of isotopes provided by all three processes are shown in Fig. 1.4.

Figure 1.4: Chart of nuclides with areas produced by various reactions, fission (green), fragmentation (yellow) and fusion (red).

Fragmentation provides most of the species and its reaction is ideally suited for high transmission through forward spectrometers like the FRS. Fragmentation products are transmitted by about 50% and more with the FRS. The energy distribution resulting from fragmentation is a few percent and is determined by number of nucleons removed from the projectile.

The energy distribution after the fission process is much wider, which decreases the transmission. On the other hand a high cross-section for the neutron-rich nuclides allows to reach more exotic areas, see Fig. 1.5. The wide energy
distribution makes the separation very difficult, but in our experiment it is an advantage, as more species are required in our experiment. Together with high cross-section in the areas of neutron-rich Sn and Br it makes the fission to be a promising tool for mass measurement in the storage ring ESR. Such measurements are the goal of the experiment described in this work.

Fission of uranium projectile on a beryllium target is described in more detail in following. Depending on the impact parameter $b$, two different fission mechanisms can occur [Kel03].

For large impact parameters, $b > R + r$ the contribution from electromagnetic interactions is expected, see Fig. 1.6. Electromagnetic interactions ex-
cite predominantly the low-energy part of the giant dipole resonance at around 12 MeV \([SSB+00]\). At this low excitation energy, a uranium projectile splits predominantly into a heavier and a lighter fragment, as symmetric splits are strongly suppressed due to shell effects. A schematic example of the mass distribution of fragments produced by electromagnetic induced fission is shown in Fig. 1.7 b). The observed structures are described as a superposition of three different fission modes or fission channels: two mass-asymmetric channels (Standard I and Standard II) and a Superlong channel at a mass symmetry \([BGM90]\). According to \([BGM90]\), the fission channels are identified with valleys in the potential-energy surface of the highly deformed system due to shell effects. The Standard I channel is characterized by a spherical heavy fragment around mass number 134 and a deformed light fragment. The Standard II channel is characterized by a deformed heavy fragment near mass 145 and slightly deformed or spherical light fragment. Finally, in the Superlong channel both fragments are strongly deformed.

Figure 1.7: Element distribution of the fission fragments produced in the reaction of \(^{238}\)U projectile at 1 A GeV on \((CH_2)_n\) target. a) For the fissioning nucleus \(Z_1+Z_2=90\) excited with a high energy after a nuclear collision. The full line is the result of a Gaussian fit. b) For the fissioning nucleus \(Z_1+Z_2=92\) excited with low energy after an electromagnetic interaction. The asymmetric charge distribution of the fissioning nucleus with charge 92 is characteristic of the contribution of low-energy fission. Here, the excitation energy is induced by electromagnetic interaction or very peripheral nuclear collisions where only few neutrons are abraded. \([JA02]\)

For a smaller impact parameter, \(b < R + r\), see Fig. 1.8, nuclear collisions between the projectile and the target nucleus occur. A number of nucleons are removed from the projectile, and a so called prefragment is formed. Due to the excitation energy induced of about 27 MeV per abraded nucleon \([GS91]\) the shell effects are washed out, and the prefragment fissions into two fragments of similar
1.2 Production and Separation of Exotic Nuclei

masses, see Fig. 1.7 a). This is the case of high-energy or symmetric fission. Because of the excitation energy induced, several particles, mostly neutrons, are evaporated prior to the fission as well as from the fission fragments. Consequently, fission fragments formed in the high-energy fission are less neutron rich compared to fragments formed in the low-energy fission.

The contributions from both these mechanisms to the total uranium fission cross-sections depend on the target size. With increasing the target size, the electromagnetic induced fission becomes more important.

![Figure 1.8: Scheme of high energy fission process. The projectile hits the target nucleus and removes several nucleons. The highly excited prefragment fissions into a symmetric Z-distribution.](image)

1.2.2 In-Flight and ISOL Techniques

Various ion species are produced in the nuclear reactions and therefore separation techniques have to be applied to get rid of contaminants. Two main complementary separation principles are applied in exotic beam facilities, the Isotope Separation On-Line (ISOL) and the In-Flight Separation \[GMR95\].

In the ISOL device the reaction products are stopped in a thick target, thermalized and transported to an ion source by diffusion. The ions are ionized there to be accelerated to kinetic energies in the range of 10–100 keV. Electromagnetic fields separate the nuclei according to their mass-to-charge ratio. The scheme of the ISOL technique is shown in Fig. 1.9.

A complementary separation method is in-flight separation. It allows a wide energy range of projectiles, from the Coulomb barrier up to several GeV/u. The principle of the method is compared with the ISOL technique in Fig. 1.9. The target used is thinner than in an ISOL facility and reaction products have therefore high energies. The separation is performed by ion-optical systems, that comprises electric (only up to medium energies) and magnetic fields.

An in-flight separator is not limited by the diffusion processes like the ISOL technique and can produce a separated secondary beam of exotic ions with half-lives shorter than microseconds. The ISOL system is limited to lifetimes longer
than 10 ms and is depending on the chemical characteristics of the target. The ISOL technique is superior in beam intensities for most of the elements and provides beams of smaller emittance. Presently, techniques combining both features are developed. For example, the ISOL devices are coupled to post-accelerators to produce high quality beams of high energy exotic ions.

1.2.3 Exotic Nuclear Beam Facility at GSI - the Fragment Separator FRS

The research center GSI (Gesellschaft für Schwerionenforschung) in Darmstadt consists of several facilities. The linear accelerator (UNILAC) accelerates most of the chemical elements up to uranium to a kinetic energy of about 10 MeV/u, see Fig. 1.10.
Figure 1.10: A scheme of the high energy part of the GSI research facility. The ions are injected from the linear accelerator UNILAC into the heavy ion synchrotron (SIS), where they are accelerated to relativistic energies. An extracted primary beam produces a secondary beam of exotic nuclides in the fragment separator (FRS). The ions are separated in-flight and injected into the storage ring (ESR).

The beam can be transferred into the heavy ion synchrotron (SIS) [BBFP85]. The ions are accelerated to relativistic energies up to 2 GeV/u for the lighter and 1 GeV/u for the heavier ions. The maximum magnetic rigidity is about 18 Tm.

Subsequently the ions are extracted and delivered into experimental areas, a storage ring (ESR), but also an irradiation area for the tumor therapy project at GSI [KBB+91, KW03].
A secondary nuclear beam can be produced in the target at the entrance to the fragment separator (FRS) [GAB+92]. The secondary beam can be delivered to the experimental areas or injected into the storage ring ESR [GBB+92], see Sec. 1.4.

The FRS is an in-flight separator for relativistic heavy ions, that consists of two stages. Each stage consists of two dipole magnets and a set of quadrupole lenses and sextupole correction magnets.

In the target the primary beam produces a secondary nuclear beam of exotic ions [GMR95]. These are separated in-flight according to their magnetic rigidity \((B\rho)\) by the FRS and delivered to experimental areas.

The separation of ions with similar mass-to-charge ratios but different proton numbers \(Z\) can be performed by an energy absorber — degrader placed in the focal plane \((B\rho \Delta E-B\rho\) method) [GAB+92, SG98]. The energy losses in the matter for various elements depend on \(Z^2\) [Bet30]. Consequently the ions with a same magnetic rigidity before the degrader but different proton number \(Z\) will have a different magnetic rigidity after the degrader and can be easily separated. The achievable separation is improved by a wedge-shaped form of the degrader.

The nuclides produced at the FRS target can be separated by the \(B\rho \Delta E-B\rho\) method into an isotope-pure beam. A complete separation of nuclides of higher atomic numbers (which is a case for uranium fission) is more difficult due to the larger number of possible charge states [MGV+95].

### 1.3 Methods of Mass Measurement

Masses of nuclides are one of the nuclide characteristics, which has been of great interest from the beginning of the nuclear physics history. A pioneer in mass measurements was F. W. Aston [Ast33], who made systematic measurements of some 200 nuclides. Nowadays mass measurements are pursued worldwide. The present mass values of more than 1900 nuclei are the results of more than 500 experiments [Bol97].

The methods of mass measurements are usually divided into two groups: direct and indirect methods. If a mass measurement yields from a mass difference of a few masses in a nuclear reaction (Q-value) it is called a indirect mass measurement. If a measured mass is compared to a known masses it is called a direct mass measurement.

#### 1.3.1 Indirect Methods

Indirect mass measurement methods are based on energy conservation,

\[
\sum M_{\text{initial}}c^2 = \sum M_{\text{final}}c^2 + Q \tag{1.1}
\]
where $\sum M_{\text{initial}}$ is the sum of initial masses, $\sum M_{\text{final}}$ is the sum of final masses, $c$ is the speed of light and $Q$ the reaction energy. If all masses except one are known and the $Q$-value is measured, the unknown mass can be determined.

### 1.3.1.1 Nuclear Reactions

Nuclear reactions are traditionally one of the most accurate mass measurement techniques. Especially neutrons offer the possibility of high accuracy via $(n,p)$ or $(n,\alpha)$ reactions [WWG01] and $(n,\gamma)$ decays. For example, the energy of the $^1\text{H}(n,\gamma)^2\text{H}$ reaction was determined with precision of only 0.4 keV [KDD+99]. Due to the fundamentals of the methods, also the mass of an unbound nuclide can be measured if it is a product of the reaction. No direct technique is applicable in this case, since the measurement time would be too long. In this way the mass of unbound $^{13-16}\text{B}$ [KBvO+00], $^{13}\text{Be}$ [BK +98, LGZ+98] and $^{18}\text{Na}$ [Zer01] were recently measured. The latter one was obtained using the invariant mass spectroscopy, where also the momentum conservation law is used and momenta and angles of particles are measured to reconstruct the reaction process [Pen01].

### 1.3.1.2 Decays

Radioactive decay can provide relatively accurate mass measurement. The measured kinetic energy of an $\alpha$-particle, a $\beta$-particle or an emitted nucleon can be used to derive the mass of the daughter or mother nucleus. However the measurement can use a known mass value which can be incorrect and induce a cumulative error. In addition, it is often difficult to get complete spectroscopic information. A good knowledge of decay branches is required especially for $\beta$-decays, where an additional determination of the detector response function is crucial to correctly determine the endpoint energy. For example, masses around $^{132}\text{Sn}$ were measured from $\beta$-decay [FMM+98], mass of $^{60}\text{Ga}$ was determined at GSI [MJD+01]. Measurements of $Q_\alpha$ and $Q_p$ are very powerful for heavy nuclides at the drip line, especially in superheavy-element areas [HHA+00, HHA+01].

### 1.3.2 Direct Methods

Most precise methods of mass determination rely on the measurement of frequencies. The mass is determined using an equation for the cyclotron frequency $f_c$ in a magnetic field $B$

$$f_c = \frac{1}{2\pi} \frac{Bq}{m\gamma} \quad (1.2)$$

Such measurements can be performed in Penning traps. Penning traps consist of a static quadrupole electric field formed by a set of electrodes providing axial confinement and a static magnetic field providing radial confinement of an ion. This offers the possibility of storing ions for long periods of time. The cyclotron
frequency is determined using a resonant RF-excitation of the ion motion, followed by a time-of-flight (TOF) measurement. If the excitation frequency is in resonance, the TOF shortens. More than 200 masses with a typical accuracy of about $10^{-7}$ were measured by ISOLTRAP [HAA+03]. Recently, this technique has been improved by using clusters of $^{12}\text{C}$, which defines the atomic mass unit, for calibration and by other technical developments. A mass accuracy of about $10^{-8}$ has been achieved [BAB+03, BBH+03].

More Penning trap facilities are built worldwide. JYFLTRAP in Jyväskylä presented first results recently [KEH+03, Kol03]. Masses of $^4\text{He}$ and $^3\text{He}$ with uncertainties of $3 \times 10^{-10}$ and $9 \times 10^{-10}$ respectively were measured at the SMILETRAP in Stockholm [FCD+01]. New Penning trap facility SHIPTRAP at GSI [SAA+03] aims for mass measurements of superheavy elements.

The MISTRAL experiment based on a radiofrequency transmission spectrometer allows precision mass measurements of nuclides with particularly short half-lives. It measures frequency ratios for two different masses in the same homogeneous static field. Recently a high accuracy mass determination of the halo nuclide $^{11}\text{Li}$ was performed [LAB+03].

The SPEG spectrometer at GANIL combines time-of-flight measurements with rigidity analyses. The projectile-like fragments are selected using the beam analysis spectrometer and transported along a beam line to the focal plane of SPEG, where the magnetic rigidity $B\rho$ of each ion is derived from a position measurement. The time-of-flight is measured using micro-channel plate detectors located near the production target (start signal) and at the final focal plane (stop signal). The mass $m$ of the particle with charge $q$ and velocity $v$ is deduced from the relation

$$B\rho = \frac{\gamma mv}{q},$$

where $\gamma$ is the Lorentz factor. The measurement of the masses of proton-rich nuclei with $32 \leq Z \leq 35$ has been made recently [LLSA+02].

At Los Alamos neutron-rich nuclei are produced via spallation and fission of the proton beam on a thin Th target. Products are separated by a mass-to-charge filter and transmitted to TOFI. The isochronous recoil spectrometer TOFI is a highly symmetrical system, which has been arranged such that the flight time of an ion with a particular mass-to-charge ratio is independent of the ion’s velocity. A flight-time of an ion with an unknown mass is compared with the flight-time of a reference ion. Masses of 48 neutron-rich nuclei extending from $^{55}\text{Sc}$ to $^{75}\text{Cu}$ have been determined in 1998 [BVSW98].

Both SPEG and TOFI perform measurements with lower uncertainty of about 0.5 MeV.

The resolution in time-of-flight measurements is limited by the total flight time. If this can be increased, then a corresponding gain in resolution is possible. This can be achieved in multi-turn devices. At GANIL a coupled-cyclotron complex CSS1-CSS2 is used for mass measurements. The primary beam is ac-
celerated in the CSS1 and bombards a production target, creating proton-rich nuclides via fusion-evaporation, which are injected and accelerated in the CSS2. To be accelerated by a cyclotron with the radio-frequencies applied to cavities $f_c (\omega_c = 2\pi f_c)$ a particle with mass $m_c$ and charge $q_c$ has to fulfill the cyclotron equation

$$\frac{B}{\omega_c h} = \gamma \frac{m_c}{q_c}, \tag{1.4}$$

where $h$ is a harmonic and $\gamma$ a Lorentz factor. The disadvantage of the method is that only ion species within a short band of mass-to-charge ratios can be accelerated simultaneously. For two nuclei with mass-to-charge ratios $m/q$ and $m/q + \delta(m/q)$ the accumulated difference in the time-of-flight $\delta t$ determines $\delta(m/q)$ by

$$\frac{\delta t}{t} = \frac{\delta(m/q)}{m/q}. \tag{1.5}$$

A new mass is determined using a known reference mass and measuring the flight time by a high-resolution spectrometer system. A micro-channel plates detector provides a start signal before the injection into CSS2 and a plastic scintillator provides a stop signal after acceleration. Recently mass measurements of the $N=Z$ nuclei $^{80}$Zr, $^{76}$Sr, and $^{68}$Se were performed \[LAM+01\].

A storage ring is used as a multi-turn device at GSI for mass measurements. It is described in more detail in Sec. 1.4.

1.4 Mass Spectrometry at the Storage Ring ESR

At GSI the storage ring ESR coupled to the in-flight fragment separator FRS is used for mass measurements \[GAB^+01\].

The ESR was constructed in order to store relativistic heavy ions \[Fra87\]. The ESR consists of 6 dipoles, that bring the beam on a closed orbit, as well as 20 quadrupoles and 8 hexapoles, see Fig. 1.11. The path length at the central orbit amounts to 108.36 m. The storage ring can store fragments separated by the FRS or a primary beam with a magnetic rigidity of 0.5–10 Tm. The ring is operated under ultra high vacuum (UHV) conditions. The pressure amounts to about $5 \times 10^{-11}$ mbar, which enables ion storage times of several hours. The apertures of the dipole magnets are 220 mm in the horizontal and 70 mm in the vertical directions. The corresponding values for the quadrupoles are 300 mm in the horizontal and 120 mm in the vertical direction. These relatively large horizontal apertures enable the simultaneous storage of ions with a momentum acceptance of about 2.5% (in the non-isochronous ion optical mode). For storing the beam, the septum magnet bends the ions onto the injection line from where they are injected by the kicker magnet on a closed orbit.

The ESR is equipped with an electron cooler \[ABE^+90, SBB^+00\] (up to 240 keV electron energy; 1A electron current) and a stochastic cooler \[BCF^+00\].
Figure 1.11: Lattice of the storage ring ESR. A beam of exotic nuclei produced at the FRS is injected by the septum magnet into the ESR. The kicker magnet corrects the beam to revolve on a closed orbit. The beam can be cooled by the electron cooler. A detection of the beam is provided by Schottky pick-ups or the TOF detector, which can be placed inside the ring for the measurement or outside when is not needed.

The internal gas target can be used for scattering, charge exchange experiments etc [RBF+97]. The beam can be decelerated by radio frequency cavity. The stability of the magnet fields is about $10^{-6}$. This excellent stability is in particular required for precision experiments such as mass measurement.

The detection of the beam is provided by Schottky pick-ups or the TOF detector, which can be placed inside the ring for the measurement or outside when is not needed, see Fig. 1.11.
1.4.1 Mass Measurements

Two complementary techniques have been developed at the ESR and have been used in several experiments for mass measurements, Schottky-Mass-Spectrometry (SMS) for cooled beams of longer-lived isotopes [RKS+97, RGM+00] and Isochronous-Mass-Spectrometry (IMS) for uncooled beams of short-lived fragments [HSA+01]. Both methods are based on precise measurements of the revolution frequency which unambiguously characterizes the mass-to-charge ratio of the circulating ions. The relative difference in the revolution frequencies $\Delta f/f$ depends on two components: the difference in mass-to-charge ratios $\Delta (m/q)/(m/q)$ and the difference in velocities $\Delta v/v$ according to

$$\frac{df}{f} = -\alpha_p \frac{d(m/q)}{m/q} + \left( 1 - \frac{\gamma^2}{\gamma_t^2} \right) \frac{dv}{v},$$

where $\gamma$ is the Lorentz factor and $\gamma_t$ is a transition point. For more details on the equation see Sec. 3.1.1. The equation can be used for mass determination, if the second part goes to zero

$$\left( 1 - \frac{\gamma^2}{\gamma_t^2} \right) \frac{dv}{v} \to 0. \quad (1.7)$$

This can be achieved for SMS and IMS using different approaches, see Fig. 1.12.

Figure 1.12: Comparison of the two methods for mass measurements at the storage ring at GSI. In SMS the velocity spread of the heavy-ion beam is reduced by electron cooling. In IMS the storage ring is in the isochronous ion-optical mode, so that all ions of one species should revolve with the same revolution time independent of its velocity.

In SMS the velocity spread of the heavy-ion beam is reduced by electron cooling. This is achieved by merging the relativistic hot fragments with a cold electron...
beam, see Fig. 1.12, so that $dv \to 0$ and (1.7) is fulfilled. Masses are determined from revolution frequencies which are obtained by a Fourier transformation of their signals induced in Schottky pick-up probes at each turn in the ring. New masses were determined for the first time in two experiments where neutron-deficient nuclei were produced by fragmentation of bismuth $[\text{RGM}^{+00}, \text{Lit}^{03}]$. Due to the slow electron cooling the measurements are limited to nuclides with half-lives longer than 1s.

In IMS the storage ring is in the isochronous ion-optical mode, so that all ions of one species should revolve with the same revolution time independent of its velocity $[\text{WSB}^{86}, \text{WBB}^{97}, \text{HBD}^{98}]$. This can be described mathematically as $\gamma \to \gamma_t$ and (1.7) is fulfilled. The revolution frequency is measured by a fast time-pickup detector mounted in the storage ring aperture, see Fig. 1.12. Typically the ions make several hundred turns in the ESR and at each revolution they pass through a very thin carbon foil, where secondary electrons are released. These produce a signal in micro-channel plates. The TOF detector is described in more detail in Sec. 1.4.2. New masses are determined from comparison of the time-of-flight of the unknown masses with those the known reference masses $[\text{HAB}^{00}]$. The method is suited for the mass measurement of extremely short-lived nuclides of the order of several tens of $\mu$s.

The IMS technique was used in the experiment described in this thesis.

### 1.4.2 The Time-of-Flight Detector

The revolution time of the ion in the experiment described in this work was measured by the Time-of-Flight detector, see Fig. 1.11–1.14. This detector has to fulfill the requirement of high efficiency, low energy losses and low charge exchange $[\text{TBE}^{+92}, \text{Trö}^{93}, \text{Rad}^{94}]$.

The detector is based upon a principle that is described in $[\text{BH}^{78}]$. Ions pass through a thin carbon foil (about 20 $\mu g/cm^2$), which is covered on both sides with 10 $\mu g/cm^2$ CsI $[\text{THKL}^{99}]$, as shown in Fig. 1.15. Electrons, produced by the ion interacting with the foil, are guided by electric and magnetic fields to Micro-Channel-Plate (MCP) detectors in a Chevron arrangement. The arrangement of the fields forces the secondary electrons to move on cycloid trajectories. This makes the movement of the electrons isochronous and eliminates the influence of different emission angles or energies of the electrons on the time information.

The electric field is produced by an arrangement of potential plates, which are placed in the vacuum of the detector chamber. The magnetic field of about $0.5 \times 10^{-2} - 1 \times 10^{-2}$ T is produced by a couple of Helmholtz coils that are mounted above and below the detector chamber.

The electrons hit the channel plates, where secondary electrons are produced. These are accelerated by the high voltage and produce other electrons on the walls of the micro channels. This generates an avalanche effect, so the accumulated
charge on an anode behind the channel plates generates a signal with an amplitude of up to 1V and a length of several nanoseconds. The signal is transmitted by a high quality coaxial cable out of the vacuum. The obtained time precision amounts to about 40ps and the detection efficiency, depending on the ions amounts to 30–50%.

The ESR is designed to store ions also over hours and to operate under an ultra high vacuum (UHV). The pressure in the operative ESR amounts to only several $10^{-11}$ mbar. The detector system is constructed that it fulfills also these requests. It consists only of electropolished stainless steel, ceramics and glass in order to withstand high temperatures up to 400°C during the backing of the ESR and to guarantee optimal surface characteristics for the vacuum use.

During the standard use of the ESR the detector is placed in an outside...
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Figure 1.14: A photo of TOF detector. The detector is without cable connection and the Helmholtz coils [TBE'92, Trö93, Rad94].

Figure 1.15: Photo of a carbon foil coated by CsI. The ions interact with the foil and produce secondary electrons.

chamber that is detached from the storage ring by a valve. There its functionality can be checked by a laser. For an experiment the detector can be positioned in the center of the ring aperture. The foil has a diameter of 40 mm, which limits the usable aperture of the beam at this place. The high voltage supply and magnet current can be operated remotely during an experiment.
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Preparation of the Experiment

As mentioned above, nuclidic masses are very important for various fields of physics. Especially the area of neutron-rich nuclides is not well investigated. The astrophysical r-process is not described, the neutron dripline is not reached yet and is therefore unknown. Due to the non-existence of the Coulomb interaction for the neutron, this dripline is further from the stability line than it is in the proton case. It is therefore more difficult to reach this area. A solution for a part of this region can be the production with the fission process, as was shown in Fig. 1.5.

The goal of the experiment described in this work was to measure masses of neutron-rich products of $^{238}$U fission. This was a challenging task, as fission fragments were injected into the ESR for the first time. On the other hand, it was possible to achieve they afford high rates in the neutron-rich areas, which is not possible by fragmentation.

2.1 Simulation of Experiment

To predict characteristics of mass measurements with the isochronous mass spectrometry, the simulation program TOFSIM was developed in the framework of this thesis.

2.1.1 The Simulation Program TOFSIM

TOFSIM is a simulation program of the time-of-flight mass measurement experiment with the ESR in the isochronous mode.

The TOFSIM requires an output from the MOCADI program [IGM+97, SGM+88], which simulates the production and movement of single ions through the FRS. In TOFSIM, the revolution time of particles is determined from their energy using the isochronicity curve (for more see Sec. 3.1.2). In the experiments the dependence of the revolution time on the cooling voltage was measured. These
data can be converted into a magnetic rigidity or energy vs. revolution time representation.

Since isochronicity curves were measured only for some cases, to have it for a certain isotope it has to be transformed, see also Sec. 3.1.3.

The velocity of an ion $v$ with the mass-to-charge ratio $m/q$ can be calculated using the equation for the magnetic rigidity

$$B\rho = \frac{m}{q} \gamma v = \frac{m}{q} \sqrt{\frac{1}{v^2} - \frac{1}{c^2}}. \quad (2.1)$$

Therefore the velocity is

$$v = \frac{1}{\sqrt{\left(\frac{m/q}{B\rho}\right)^2 + \frac{1}{c^2}}}. \quad (2.2)$$

The revolution trajectory for the measured isotope with the $(m/q)_{exp}$ ratio, the magnetic rigidity $B\rho$ and the revolution time $\tau_{exp}$ is

$$C = \frac{\tau_{exp}}{\sqrt{\left[\left(\frac{m/q}{B\rho}\right)^2 + \frac{1}{c^2}\right]}}. \quad (2.3)$$

It is obvious, that for one setting the revolution trajectory depends on the magnetic rigidity only. The revolution time transformed for $(m/q)_{tran}$ is then

$$\tau_{tran} = C \times \sqrt{\left[\left(\frac{m/q}{B\rho}\right)_{tran}\right]^2 + \frac{1}{c^2}}. \quad (2.4)$$

The transformation for a different setting is based on the approximation, that is good enough for our purposes. In the first order approximation the central orbit $C_0$ is same for central rigidities $B\rho_{10}$ and $B\rho_{20}$. Other orbits are the same in case the relative difference from the central $B\rho_{10}$ is the same for the measured and transformed rigidity,

$$C_1(B\rho_1) = C_2(B\rho_2) \quad \text{if} \quad \frac{B\rho_1}{B\rho_{10}} = \frac{B\rho_2}{B\rho_{20}}. \quad (2.5)$$

The revolution time is calculated using Eq. 2.3 and 2.4 with corresponding rigidities.

Only some particles, which have reached the ESR, will also be injected. Simulated particles are selected by the injection acceptance. It can be adjusted for the magnetic rigidity, vertical and horizontal position, and angle.

Using the procedures mentioned above, a simulated spectrum is produced. It can be drawn and compared with a real experimental spectrum, see Fig. 2.1. Simulated spectra (red) are in the lower part, experimental spectra (blue) in the upper part. The program TOFSIM is described in more detail in Appendix A.
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[Diagram of window of TOFSIM simulation with final graph. The graph is divided into lower (red) simulated spectra and upper (blue) experimental spectra.]

Figure 2.1: The window of the TOFSIM simulation with the the final graph. The graph is divided into lower (red) simulated spectra and upper (blue) experimental spectra.

2.1.2 Parameters defining the Injection Acceptance

In the TOFSIM program the acceptance of the injection into ESR can be adjusted. The correct adjustment can be crucial for a correct simulation.

First, the momentum acceptance has to be set. The experiment described in Sec. 2.2 was done for the standard ESR mode and width of the momentum acceptance was measured as $2\sigma = 0.28\%$.

In our case the ESR is in an isochronous mode. This should be reflected by a smaller acceptance. As we can see in Fig. 2.2, the width of the ESR momentum acceptance influences the width of the simulated peak.

[Graphs showing simulated distributions for different widths assumed for the ESR momentum acceptance with a Gaussian shape (lower) with the measured distribution (upper).]

Figure 2.2: Comparison of simulated distributions for different widths assumed for the ESR momentum acceptance with a Gaussian shape (lower) with the measured distribution (upper).
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The peak is generated by the TOFSIM simulation using an ESR momentum acceptance in a Gaussian shape with various widths and is compared with a real experimental result measured at $B_\rho = 7.2$ Tm. In the case of the wide momentum acceptance, the peak becomes wider and the mean value is shifted. This is more pronounced if the particle is in the non-isochronous area, as described later in Sec. 4.4.

It is demonstrated, that the best agreement with the experiment is observed for the standard deviation $\sigma = 0.01$ Tm. The simulation is still a little wider than the result from the experiment, so in our simulations we use the momentum acceptance with the width $\sigma \approx 0.1\%$.

2.2 Measurement of the ESR Injection Acceptance

The goal of the experiment was to measure the optical parameters of the injection into the ESR. The beam of $^{58}\text{Ni}^{28+}$ was extracted from SIS and after passing the FRS injected into the ESR, see Fig. 2.3. The ESR was set to the standard mode, but one can also learn from this measurements for the isochronous mode.

![Figure 2.3: Experimental setup used for the measurement of the ESR injection acceptance. The momentum acceptance was measured by varying the energy, the horizontal and vertical acceptance with combinations of the dipoles and steerers marked in the figure. TEQD22 belongs to a group of quadrupole magnets.](image)

The beam had to be narrow to allow a precise measurement, so the beam was cooled by the SIS electron cooler to a relative momentum spread of $\Delta p/p = 10^{-4}$ and an emittance of less than 1 mm mmrd.

To measure the transmission, the current of the circulating ions in SIS and ESR was measured. The momentum acceptance was measured by varying the beam energy. The transmission was compared for various energies in the range from $387.9 \text{ MeV/u}$ to $401.15 \text{ MeV/u}$.

The results from the measurements of the momentum acceptance is shown in Fig. 2.4. The standard deviation of the distribution is $\sigma = (0.14 \pm 0.01) \%$. 
It can be also compared with the injection acceptance for isochronous mode $\sigma = 0.1 \%$, see Sec. 2.1.2. That the acceptance should be smaller in case of the isochronous mode, as the ESR requires special settings of the optics, which restricts the injection acceptance.

The combination of the dipoles TS6MU1 and TE5MU0 allows to measure the X and X' acceptance, analogously the steerers TS5KY1 and TE5KY1 were used to measure the Y and Y' acceptance. The variation of the magnetic fields swept the beam over the full phase space with the $^{58}\text{Ni}^{28+}$ beam with an energy of 391.55 MeV/u.

The measurement of the horizontal acceptance was based on the variation of the fields of the dipoles TS6MU1 and TE5MU0. Their combination allowed to scan the complete phase space. The angle and position of the beam was calculated from the magnet values using the program GICO [WHB88]. The horizontal acceptance was measured in the same way, using the steerers TS5KY1 and TE5KY1.

The results are presented in Fig. 2.5. It shows the horizontal and vertical acceptance 0.47m after the quadrupole TE5QD22.
The results show that the momentum acceptance of the injection into the ESR is very narrow compared to the FRS acceptance with a width of FWHM = 2% [GAB+92], so the transmission into the ESR is reduced at the injection.

\section*{2.3 Application of the TOFSIM simulation}

\subsection*{2.3.1 Experiment with the $^{70}$Zn primary beam}

An experiment with a $^{70}$Zn primary beam with an intensity of $1 \times 10^9$ particles/spill was carried out. It was the first occasion, where the predictive power of the TOFSIM simulation could be verified.

The simulation of the TOF measurement in the setting with $B\rho = 7.532$ Tm (centered for $^{57}$Ti) will be analyzed bellow. The primary beam of the energy 456.4 MeV/u was used to produce projectile fragments in 4g/cm$^2$ thick beryllium target. In the simulation the cross-section was calculated using EPAX2 formula [SB00]. The phase-space after the fragmentation processes was determined using the model of Goldhaber [Gol74]. During the experiment 6254 injections into ESR were performed in order to improve the statistics.

The simulated and measured spectra are compared in Fig. 2.6. One can see that the simulation describes the pattern in the spectrum very well. This is important for the identification of the nuclides, which was done before searching by hand in the mass-to-charge ratio tables for the same pattern as in the measured spectra. The peaks on the very left side of the experimental spectrum are missing in the simulated spectrum. The reason is, that this is the area of mass-to-charge
ratio, where the transmission though FRS is low, but since the ions are produced with a high cross-section, they can nevertheless be seen in the experiment, but not in the simulation. An enormous number of particles would have to be simulated to have at least a very small number going through FRS. The number of simulated particles reaches the limit of the computer performance, but the transmission is too low and there is no particle transmitted in the simulation.

The preparation of an experiment requires the calculation of expected yields of various species. This is also the task that is fulfilled by the TOFSIM simulation. Together with MOCADI it calculates the transmission and using the cross-section we can predict the expected yield.

The chart of nuclides with yields predicted by the TOFSIM simulation is shown in the left part of the Fig. 2.7. The right part of the figure shows the measured values. The abundance of nuclides with a lower mass-to-charge ratio were discussed already in the previous figure (the left side of the spectra). The consequences are reflected in the less exotic nuclides reached in the measurement, but not in the simulation.

2.3.2 Experiment with $^{238}$U primary beam

TOFSIM simulation was also used to prepare the experiment with uranium fission fragments. The fragments were produced in a 1 g.cm$^{-2}$ thick beryllium target from an uranium primary beam with an intensity of $1.7 \times 10^9$ particles/spill on average. 11203 shots were taken in the setting with $B_\rho = 8.332$ Tm and an energy of the primary beam of 410 MeV/u. The cross-section in the simulation is
calculated using the ABRABLA code [Kel02, GS91]. The charge state of the fragment is calculated using the GLOBAL program [SSM+98]. The phase-space after the fission processes was determined using the model of Wilkins et al. [WSC76]. The chart of nuclides with yields predicted by the TOFSIM is shown in the Fig. 2.8.

In summary, as it was shown, the TOFSIM program is very useful for the preparation of complex experiments with FRS and ESR in the isochronous mode. It can very well describe positions of peaks in the TOF-spectrum and simplifies the identification during the data analysis. Also the reliable predictions of the yields can be decisive for planning of experiments.
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Experiments

The principle of the Isochronous Mass Spectrometry was already described in Chapter 1. To measure masses of neutron-rich nuclides, the $^{70}$Zn projectile fragments and the $^{238}$U fission fragments were produced and separated by the FRS and injected into ESR. The storage ring was operated in the isochronous mode.

3.1 Isochronous Mode of the ESR

Mass measurements of exotic nuclides are precision experiments. The most serious difficulties are short half-lives and low production rates.

The isochronous mass measurement in the ESR was proposed to overcome these problems [WSB86, WBB+97]. For this the ESR is operated in isochronous mode [DVE+96, HBD+98] and the revolution time is measured by the TOF detector.

The time for a measurement time can be less than 100 $\mu$s, which would allow typically about 200 turns for the stored nuclei. The method is sensitive to a single particle in the ring.

3.1.1 Mathematical Description of the ESR Optics

The properties of the ESR can be expressed theoretically [Han99].

A particle with a velocity $v$ revolves in the ESR of a circumference $C$ with a frequency $f$

$$f = \frac{v}{C}. \quad (3.1)$$

Differentiation yields

$$\frac{df}{f} = \frac{dv}{v} - \frac{dC}{C}. \quad (3.2)$$

In the description of synchrotrons and storage rings [BJ93] usually the momentum
compaction $\alpha_p$ is defined as

$$\alpha_p = \frac{1}{C} \oint \frac{D(s)}{\rho} \, ds, \quad (3.3)$$

which describes a particle revolving not on the central orbit. The dispersion $D$ at the position $s$ of the ring describes a shift from a central orbit $x$ of the particle with momentum $B\rho + dB\rho$

$$D(s) = \frac{x(s)}{d(B\rho)/(B\rho)}, \quad (3.4)$$

where $B\rho$ is a central orbit rigidity. A particle with this rigidity will move on the trajectory $ds$, see Fig. 3.1. It is clear from the figure, that

$$\frac{\rho}{\rho + x} = \frac{ds}{ds + dL} \quad \text{and} \quad \frac{\rho}{x} = \frac{ds}{dL} \quad (3.5)$$

where $ds + dL$ is a trajectory of the particle with a magnetic rigidity $B\rho + dB\rho$.

![Figure 3.1: Comparison of a central orbit trajectory with a shifted trajectory. The ion with the magnetic rigidity $B\rho$ moves on the trajectory $ds$, while the ion with $B\rho + dB\rho$ moves on the trajectory $ds + dL$.](image)

If we combine Eq. 3.3-3.5, we get

$$\alpha_p = \frac{1}{C} \oint \frac{x(s)}{d(B\rho)/(B\rho)} \frac{ds}{\rho} = \frac{1}{C} \oint \frac{dL}{d(B\rho)/(B\rho)} = \frac{dC}{C} \frac{B\rho}{d(B\rho)/(B\rho)}, \quad (3.6)$$

where $dC = \oint dL$ is the difference in the full revolution trajectory. Now we can further develop Eq. 3.2,

$$\frac{df}{f} = \frac{dv}{v} - \alpha_p \frac{d(B\rho)}{(B\rho)}. \quad (3.7)$$
The magnetic rigidity for the relativistic charged particle can be expressed as

\[ B_\rho = \frac{p}{q} = \frac{\gamma mv}{q} = \frac{m}{q} \gamma \beta c, \]  

(3.8)

where relativity variables are defined as

\[ \beta = \frac{v}{c}, \quad \gamma = \frac{1}{\sqrt{1 - \beta^2}}, \quad \beta \gamma = \frac{\beta}{\sqrt{1 - \beta^2}}. \]  

(3.9)

The differential is

\[ d(B_\rho) = \frac{\partial (B_\rho)}{\partial (\frac{m}{q})} d\left(\frac{m}{q}\right) + \frac{\partial (B_\rho)}{\partial (\gamma \beta)} d(\gamma \beta) = \gamma \beta c \cdot d\left(\frac{m}{q}\right) + \frac{m}{q} c \cdot d(\gamma \beta) \]  

(3.10)

and the relative differential

\[ \frac{d(B_\rho)}{B_\rho} = \frac{d\left(\frac{m}{q}\right)}{\frac{m}{q}} + \frac{d(\gamma \beta)}{\gamma \beta}. \]  

(3.11)

The differential of \( \beta \gamma \) is

\[ d(\beta \gamma) = \frac{\partial (\beta \gamma)}{\partial \beta} d\beta = \left(\frac{1}{\sqrt{1 - \beta^2}} + \frac{\beta^2}{(1 - \beta^2)^{3/2}}\right) d\beta = \]  

(3.12)

and the relative expression is

\[ \frac{d(\beta \gamma)}{(\beta \gamma)} = (1 + (\beta \gamma)^2) \frac{d\beta}{\beta} = \gamma^2 \frac{d\beta}{\beta}, \]  

(3.13)

where

\[ 1 + (\beta \gamma)^2 = 1 + \frac{\beta^2}{1 - \beta^2} = \frac{1 - \beta^2 + \beta^2}{1 - \beta^2} = \frac{1}{1 - \beta^2} = \gamma^2 \]  

(3.14)

was used. Using Eqs. 3.11 and 3.13, Eq. 3.7 can be written as

\[ \frac{df}{f} = \frac{dv}{v} - \alpha_p \left( d\left(\frac{m}{q}\right) + \gamma^2 \frac{dv}{v}\right) \]  

(3.15)

or

\[ \frac{df}{f} = -\alpha_p \frac{d\left(\frac{m}{q}\right)}{\frac{m}{q}} + (1 - \alpha_p \gamma^2) \frac{dv}{v}. \]  

(3.16)
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It is usually written in the form

\[ \frac{df}{f} = -\alpha_p \frac{d}{q} \left( \frac{m}{q} \right) + \left( 1 - \frac{\gamma_t^2}{\gamma_t^2} \right) \frac{dv}{v} \]  
(3.17)

where

\[ \gamma_t = \frac{1}{\sqrt{\alpha_p}}. \]  
(3.18)

is the transition point.

The goal of the isochronous mode is to make \( \gamma = \gamma_t \). If this condition is fulfilled the second part of the equation goes to zero and the frequency does not depend on the velocity anymore. Then the frequency is a function of the mass-to-charge ratio only.

If \( \gamma = \gamma_t \), the particles with higher velocities revolve on longer trajectories, so particles with the same mass-to-charge ratio revolve with a same frequency, independent of their velocity. The application of a storage ring in the isochronous mode for mass measurements was proposed by [Wol87].

The isochronous mode of the ESR with a \( \gamma_t \) in the range of 1.37–1.41 is obtained by adjusting the ion optical setting quite different from the standard storage mode [DVE+96, HBE+98, Hau99, HAB+00].

3.1.2 Measurements of the Isochronicity Curve

Before any measurement using an isochronous mode takes place in ESR, the isochronicity of the setting has to be verified. Therefore a set of measurements is done, where revolution frequencies of a cooled primary beam for various cooling energies are determined.

Frequencies are measured by Schottky noise spectroscopy [BBH+74], which is used for non-destructive beam diagnosis in circular accelerators and storage rings. Ions circulating in the ring induce at every turn a mirror charge on two electrostatic pick-up electrodes [Sch91]. Fast Fourier transformation is applied to the raw spectra which yields noise density spectra. Although a single signal is not visible in the time domain because of the signal noise, it is repeated periodically and the corresponding frequency appears in the frequency domain spectra.

The magnetic rigidity of the ions is fixed by an electron cooler [Fra87, ABE+89]. Electrons of the same velocity act on the ions and contract the phase-space volume of a stored beam. The velocity distribution can be reduced down to \( \Delta v/v \approx 5 \times 10^{-7} \) by electron cooling [Ste97]. The maximum electron energy possible in the ESR is 240 keV.

The frequency dependence on the magnetic rigidity, resp. the cooler voltage is called an isochronicity curve. An example of a measured isochronicity curve obtained using a \(^{238}\text{U}^{90+}\) primary beam is shown in Fig. 3.2. It is obvious that
there is a direct relation between the cooler voltage and $B_\rho$, as the former determines the energy and consequently also the $B_\rho$ of ions. The isochronicity curve is therefore identical in both representations. The figure with a $B_\rho$ vs. frequency shows also the ESR acceptance.

The curve is not isochronous for $^{238}\text{U}^{90+}$, that was used for measurement and would look the same for every ion with the same mass-to-charge ratio, but it holds for $^{135}\text{Sn}$, that is more obvious after transformation.

### 3.1.3 Transformation of the Isochronicity Curve

To measure an isochronicity curve we use a beam of one ion species only. This is more difficult and complex with a secondary beam, so the isochronicity curve is measured usually with a primary beam. In general it is different from the isochronicity curve of a desired nuclide, as the nuclides differ in their mass-to-charge ratios.

To transform an isochronicity curve to the nuclide of an interest, the frequency can be calculated from

$$f_{\text{tran}} = f_{\text{meas}} \left( \frac{(m/q)_{\text{exp}}}{B_\rho} \right)^2 + \frac{1}{c^2} \sqrt{\left( \frac{(m/q)_{\text{tran}}}{B_\rho} \right)^2 + \frac{1}{c^2}}$$

(3.19)

using Eq. 2.3 and 2.4, as it was explained and discussed in Sec. 2.1.1. The curve was measured for the mass-to-charge ratio $(m/q)_{\text{exp}}$ and is transformed for the mass-to-charge ratio $(m/q)_{\text{tran}}$. An example of an isochronicity curve transformed from the measured isochronicity curve shown in Fig. 3.2 for $m/q = 2.69$ using Eq. 3.19 is shown in Fig. 3.3. It is shown as a function of the magnetic rigidity and circumference. The latter can be used as a check of the isochronicity curve measurement, as the ESR circumference is known.
The measured isochronicity curve fulfills the requirement for the magnetic
grigidity between 8.300 and 8.318 Tm, i.e. the frequency is constant and \( f/\Delta f \)
amounts to about \( 10^6 \). To have the isochronous behavior of particles with \( m/q = 2.69 \), the scrapers inside the ESR were used, see Tab. 3.1.

This means that ions with a mass-to-charge ratio of 2.69 will revolve with
a frequency of about 1951.1 kHz independent from the velocity. It means the
revolution frequency is not effected by the inevitable energy losses in the detector
foil.

### 3.2 Energy Loss and Charge Exchange in the ESR

An ion of any species can be injected into the ESR with a magnetic rigidity
distribution, which can vary for different ions. The injection acceptance of the
ESR in the isochronous mode was discussed already in Sec. 2.2 and has the width
of about 0.2%.

An ion is circulating in the ring until is lost. There are two main processes
that cause particle losses during an isochronous mass measurement: a charge
exchange and energy losses.

In the first process an ion can catch or lose an electron (if it is not bare) in the
detector foil. This changes its charge and consequently also its B\( \rho \). The change
is typically so high, that it falls out of the ESR acceptance and the particle is
lost.

On the other hand, energy losses appear in the every turn, when a particle
is passing the detector foil, so it causes a very slow decrease of B\( \rho \). If the lower
limit of the B\( \rho \) acceptance is reached the particle hits a part of the device and
also gets lost.

Figure 3.4: Revolution times for a $^{94}$Rb ion stored in the ESR. a) The isochronicity curve from Fig. 3.3. b) The isochronicity curve is transformed for $^{94}$Rb$^{37+}$. Due to the detector foil the ion loses energy and the revolution frequency is changed. The characteristics of revolution time of the three $^{94}$Rb ions after multiply passing of the detector foil are shown in the part c). The red one enters the ESR with a $B_\rho$, that is close to the upper limit of the $B_\rho$ acceptance and survives approximately 1450 turns, after energy losses in the foil it reaches the lower $B_\rho$ limit. At this place it is outside the ESR acceptance, as well as the blue particle. The $^{94}$Rb indicated in green color is lost probably due to a charge exchange. The characteristics of the ions on the isochronicity curve are also indicated in the part b).

Some typical examples observed in the experiment are shown in Fig. 3.4. In the upper left part the isochronicity curve from Fig. 3.3 is shown in the magnetic rigidity vs. revolution time representation. The grey area indicates the isochronous part of the curve. This part is confined by scrapers. In the left lower part the isochronicity curve is transformed for $^{94}$Rb$^{37+}$. Here, the curve is not isochronous and its revolution time allows us to determine the position on the isochronicity curve and therefore $B_\rho$. Three examples of $^{94}$Rb ions were chosen to be compared, their revolution time behaviors after multiply passing the detector foil are shown in the right part of the figure.

The red one entered the ESR with a $B_\rho$, that is close to the upper limit and survives approximately 1450 turns, when after energy losses in the foil it reaches
the lower $B\rho$ limit. After this the ion is lost out of the ESR acceptance. We can check, whether the energy loss would correspond to the calculated value. The $^{94}$Rb$^{37+}$ with the magnetic rigidity of 8.319 Tm has the energy of 421.78 MeV/u. The energy loss in the foil 20 $\mu$g/cm$^2$ C on both sides covered with 10 $\mu$g/cm$^2$ CsI calculated by the ATIMA [SG98] is $1.41 \times 10^{-3}$ MeV/u. After 1450 turns the ions has the energy of 419.74 MeV/u, which corresponds to the magnetic rigidity of 8.295 Tm. According to the calculation the change in the magnetic rigidity is 0.024 Tm, according to the observation it is 0.019 Tm. The position of the scrapers with respect to the optical axis is only known approximately, also the width of the foil, so we can consider the results to be in the agreement.

The same situation as in the previous case happens for the blue particle, but it had its initial energy lower and started in the vicinity of the lower $B\rho$ limit, which was reached after less than 300 turns.

The green particle had its initial $B\rho$ close to the $B\rho$ of the red one, but is lost already after about 600 revolutions, probably due to a charge exchange.

The measurements have shown, that an ion can survive only a maximum number of turns in the ESR, after which the energy loss corresponds to the width of the ring acceptance. In Fig. 3.5 it is illustrated, that a maximum number of turns depends on the proton number.

![Figure 3.5](image.png)

Figure 3.5: The maximum number of turns achieved for one species depending on the proton number. The blue line represent a time limit of the data acquisition system, when the scope stops the signals processing. The green line is drawn to guide an eye. It shows how many turns are needed for an ion to lose an energy to go through full ring acceptance. This is the number of turns after which the energy loss corresponds to the change of the magnetic rigidity that is equal to the acceptance of the ring. On average an ion revolved 260 turns in the ring.
Ions in the element range of $31 < Z < 53$ were investigated to know the highest number of turns for one species. The observed maximum drops with increasing the proton number, as seen in the figure. The reason for this dependence is that the energy loss of an ion increases quadratically with an increasing proton number $[Bet30]$.

Now we can well describe particle losses in the ESR. Some examples are shown in Fig. 3.6. The particle losses due to the ring acceptance are shown with a green color, values are taken from Fig. 3.6 under the assumption that the $B\rho$ distribution is uniform. The process does not depend on the number of particles.

The charge exchange is a random process and it depends on a number of particles. Therefore it has an exponential dependence as shown in the fig-
ure. The charge exchange probabilities were calculated using the GLOBAL program [SSM’98]. The probability of charge exchange in the 20µg/cm carbon foil coated on both sides with 10µg/cm CsI for $^{103}$Zr$^{40+}$ is $1.58 \times 10^{-4}$, for $^{103}$Zr$^{39+}$ $1.52 \times 10^{-2}$, $^{130}$Sn$^{50+}$ $6.65 \times 10^{-4}$ and for $^{130}$Sn$^{49+}$ it is $8.44 \times 10^{-3}$.

Indeed both processes occur in parallel. In the case of H-like ions the charge exchange is dominating. The situation is contrary for bare ions, where the energy loss in the detector foil causes most of the particle losses. This trend is less pronounced for ions with larger proton number.

### 3.3 The Data Acquisition System

The data acquisition (see Fig. 3.7) for the isochronous mass spectroscopy is a challenging task. The time resolution of the detector should not be reduced by the timing properties of the following electronics. Furthermore it should be possible to observe ions over many revolutions in the ESR. The intrinsic time accuracy of the detector is about 50 ps and one revolution in the ESR has a duration of about 500 ns.
The detection of signals should be without a significant dead-time. The total duration of a signal is about 3 ns, so the next stored ion can be recorded after time for signal processing in the electronic modules.

Commercial time measurement systems have difficulties to fulfill all the conditions. Either they are very accurate but have long dead-time or short acquisition times or the system cannot carry out long term measurements with suitable accuracy.

In the preceding experiments [HSA+01, SGH+00, GAB+01, Sta02] a LeCroy LC584AM oscilloscope was used to sample and store signals from the detector for off-line analyses. The measurement time was up to 200µs and the sampling rate 4GS/s. The sampled data were read out from the scope to the computer via the GBIB interface, which limited the transfer rate to about 1 MB/s.

In the experiment presented in this work a Tektronix TS7404 scope was tested. It has an analog bandwidth of 4GHz and a sampling rate of 10GS/s for two channels. The large sampling memory of the oscilloscope allows measurement times of 1.6 ms on two channels or 3.2 ms with one channel. The new device has a built-in PC which makes it possible to write the recorded data directly to hard-disk. This decreases the time needed for storage considerably. During the experiment both oscilloscopes were used and the new Tektronix device was proven to be well suited for the task.

To preserve the signal quality (leading edge rise time ≈400ps) the oscilloscopes were placed directly in the ESR close to the detector, and they were remotely controlled from the main control room via Ethernet.

### 3.4 Injection into the Central Orbit of the ESR

In the experiment with the uranium primary beam the injection close to the central orbit was used [Bel04].

The beam injected into the ESR has to be transferred into the storage ring orbit using a septum magnet and a kicker magnet.

The kicker magnet is situated off the central orbit and therefore the injected beam has to circulate on the outer orbit. This is suitable for most of the experiments in the ESR, but not for the isochronous ion-optical mode. This mode is very sensitive to the setting of the magnetic fields. Therefore it would be of advantage if the ions are circulating close to the central orbit, where the quality of magnetic field is best.

For that reason the beam was not injected to the outer orbit, but close to the central orbit. A local orbit bump allowed a particle to pass through the kicker, that performed an angle correction. After this correction, the particle circulated on a central orbit. The beam envelope in the horizontal plane of the ESR is shown in Fig. 3.8. The local orbit bump was placed between path lengths of 70 m and 80 m.
3.5 Experiment with the $^{70}$Zn Fragments

The primary beam $^{70}$Zn with an energy of 456.4 A·MeV and an intensity of $1 \times 10^9$ particles/spill produced projectile fragments in a 4g/cm$^2$ beryllium target, no degrader was used. The $B\rho$ settings of 7.53 Tm for a cocktail beam centered for $^{57}$Ti$^{22+}$ was applied to the FRS-ESR facility.

3.6 Experiment with the $^{238}$U Fission Fragments

Also no degrader was used in the experiment with $^{238}$U fission fragments. To cover a large area of isotopes from fission, several $B\rho$ settings were applied. The list of the settings is given in Tab. 3.1.

<table>
<thead>
<tr>
<th>reference fragment</th>
<th>$^{130}$Sn</th>
<th>$^{133}$Sn</th>
<th>$^{135}$Sn</th>
</tr>
</thead>
<tbody>
<tr>
<td>primary beam energy</td>
<td>381 MeV/u</td>
<td>415 MeV/u</td>
<td>410 MeV/u</td>
</tr>
<tr>
<td>$B\rho$ after the target</td>
<td>7.53 Tm</td>
<td>8.209 Tm</td>
<td>8.332 Tm</td>
</tr>
</tbody>
</table>

Table 3.1: The overview of the settings applied in the experiment to cover all neutron-rich fission fragments. In all settings the 1 g/cm$^2$ Be target was used. In the setting with $^{135}$Sn as a reference fragment, the scrapers were in the following positions: E01DS_HA = -65mm, E01DS_HI = 8mm, E02DS_HA = -65mm, E02DS_HI = 32mm.

In the $^{135}$Sn setting the ESR scrapers E01DS and E02DS were used to eliminate an isochronous part of a isochronicity curve, as is explained in Sec. 3.1.
3.7 Phase-space of the fission fragments after the In-Flight Separation at FRS

Uranium fission fragments produced and separated at the FRS were for the first time injected into the ESR. The energy of a fission fragment is defined by fission kinematics, i.e. the recoil energy and the angle between fragment and primary beam. If they are parallel the energy reaches a maximum, if they are antiparallel it has a minimum. In these two cases the final direction of the fragment is identical with the primary beam direction. The direction of the recoil products is spatially isotropic. This peculiarity of the fission kinematics is used in order to separate efficiently the most neutron-rich isotopes produced by the fission process and to suppress undesired isotopes intensively produced by the projectile fragmentation. The kinetic energy as a function of the horizontal angle for \(^{135}\text{Sn}\) fragments produced by fragmentation and fission of 415 MeV/u \(^{238}\text{U}\) projectile is calculated at the entrance of the FRS \cite{IGM+97}, see Fig. 3.9. The difference between most forward and backward emitted fragments is more than 100 MeV/u. Optimizing the FRS optics for the fragments emitted in the forward directions we can suppress the transmission of the projectile fragments. The window in Fig. 3.9 shows the part of the phase-space selected by the FRS, which allows to transmit only fission fragments.

![Figure 3.9: The kinetic energy of \(^{135}\text{Sn}\) fission and projectile fragments of 415 MeV/u \(^{238}\text{U}\) as a function of the horizontal angle when leaving the beryllium production target at the entrance of the FRS as a result of the MOCADI calculation \cite{IGM+97}. The red window shows the part of the phase-space restricted by FRS, which allows fission fragments only to be transmitted.](image)

Only a narrow magnetic rigidity window is separated by the FRS and also the
ESR injection. Magnetic rigidity distributions of several species before an injection into the ESR calculated by the MOCADI [IGM+97] are shown in Fig. 3.10.

![Graphs showing magnetic rigidity distributions for different ions](image)

**Figure 3.10:** Calculated magnetic rigidity distribution of several isotopes before the injection into the ESR [IGM+97] for the mean $B_\rho$ setting of $^{135}$Sn as a reference fragment. An injection acceptance window into ESR marked by blue lines separates different parts of the magnetic rigidity distributions for various ions.

It is demonstrated, that the magnetic rigidity distribution differs for the different species. It means, that for some ions lower or higher magnetic rigidity can be more probable to be stored in the ESR. This has an effect on the mean magnetic rigidity, that can differ for various species and can lead to a mean revolution time shift, as will be discussed later.
Chapter 4

Data Analysis

During the experiment we have acquired several terabytes of data. This amount of data reflects the comprehensive work of this PhD thesis.

4.1 Signal Processing

The data are received by the scope and digitized. In the case of the LeCroy scope a sampling frequency of 4 G samples/s and recording time of 200 µs were used and with the Tektronix scope the sampling frequency was increased to 10 G samples/s and the recording time to 1ms.

![Signal from detector](image)

Figure 4.1: Signals from the detector after one injection into the ESR. One revolution in the ESR has a duration of about 500 ns. Therefore 800 µs correspond to about 1600 revolutions.

Signals from the detector after one injection into the ESR are shown in Fig. 4.1. One revolution in the ESR has a duration of about 500 ns, 800 µs therefore correspond approximately to 1600 revolutions in the ring.

Typical digitized signals from the detector are shown in Fig. 4.2.
4.1.1 Time Determination by Constant Fraction Triggering

Precision time measurements require a very accurate determination of the timing from the signal. The uncertainty of the time determination is limited by fluctuations, which are caused by two principle effects: walk and jitter [Leo87].

Timing fluctuations can be caused by noise and statistical fluctuations in the detector signal. This effect is usually referred to as time jitter.

Variations in the amplitude and/or the rise time of the incoming signals can be a source of inaccuracies called “walk effect”. This occurs if for example a threshold is used as a trigger for timing.

In our case the charge collected on the anode of micro-channel plates varies drastically, as the time between signals is much smaller than the recovery time of a single channel in the detector, so both the amplitude and the rise time change from signal to signal, see Fig. 4.2.

![Figure 4.2: Comparison of two signals from one particle with a different time of the first edge and a different amplitude. The green signal needs longer time to reach its maximum than the red one. The effect, called walk, can be minimized by the constant fraction triggering technique.](image)

To minimize walk, various different triggering or time-pickoff methods have been developed [Leo87]. Probably the most efficient and versatile method is the constant fraction triggering technique. The principle of the method is shown in Fig. 4.3.

First the baseline has to be determined. Amplitudes of all signals are histogrammed to get the noise distribution. This is expected to have a Gaussian
shape around the baseline. The baseline is the center of the Gaussian and is subtracted from the signals.

To receive a time stamp, first the signal (the black one in Fig. 4.3) is delayed (green signal) and in parallel attenuated and inverted (red signal). These two signals are summed (blue signal) and the zero crossing determines the time stamp. One can see that both signals (solid and dashed line) have the same zero-crossing, although they have different amplitudes and a rise times.

Since the digitized signal consists of discrete points rather than continuous data, a special treatment for the constant fraction algorithm is used. The zero crossing is determined from the two amplitudes neighboring the zero crossing - so the first amplitude, $U_a$, is supposed to be higher than the baseline and the second amplitude, $U_b$, lower. The time stamp is then determined from the equation

$$T = t_a - \frac{U_a(t_a - t_b)}{U_a - U_b},$$

(4.1)

where $U_a$ and $U_b$ are the amplitudes of the summed signals and $t_a$ and $t_b$ are the corresponding times.

The uncertainty of the signal voltages are assumed to be equal to the standard deviation $\sigma(U_0)$ of the distribution obtained for the baseline determination. The uncertainty of the summed signal is then the superposition of a voltage of
the original signal and the signal attenuated by fraction factor $f$

$$\Delta U = \sigma(U_0)\sqrt{1 + f^2}. \quad (4.2)$$

We assume the time values to be free of any uncertainty. The uncertainty of the timing is then

$$\Delta T = \sqrt{\left(\frac{\partial T}{\partial U_a}\right)^2 \Delta U_a^2 + \left(\frac{\partial T}{\partial U_b}\right)^2 \Delta U_b^2} \quad (4.3)$$

and where if Eq. 4.1 is applied we get

$$\Delta T = \sqrt{\frac{(t_b - t_a)^2}{(U_b - U_a)^4} U_b^2 \Delta U_a^2 + \frac{(t_b - t_a)^2}{(U_b - U_a)^4} U_a^2 \Delta U_b^2}. \quad (4.4)$$

If we assume $\Delta U_a = \Delta U_b = \Delta U$ from Eq. 4.2

$$\Delta T = \sqrt{(U_a^2 + U_b^2)(1 + f^2) \frac{t_b - t_a}{(U_b - U_a)^2}} \sigma(U_0). \quad (4.5)$$

An error distribution with the delay parameter 400 ps and the fraction parameter 0.5 for experimental data is shown in Fig. 4.4. The mean error of the timing is 40 ps, the the root-mean-square is 52 ps.
4.1.2 Parameters for the Constant Fraction Method

The constant fraction algorithm depends on two parameters, the fraction factor and the delay. Fig. 4.5 illustrates the effect of various delays.

![Comparison of different delays in the constant fraction method](image)

Figure 4.5: Comparison of different delays in the constant fraction method, the delayed signal of the original size is red, the attenuated signal is green and their sum is blue.

Optimal choice of the parameters is essential for a good timing algorithm. To be independent from the time of the leading slope the zero-crossing has to be determined from the leading slope itself even for the shortest signals. Next we will show this on a simplified linear leading slope, where the signal $a_{\text{orig}}$ is changing with time $t$

$$< 0, \tau_r > \quad a_{\text{orig}} = \frac{A}{\tau_r} t, \quad (4.6)$$

where $A$ is the amplitude and $\tau_r$ is the rise time. Then the attenuated signal with the fraction parameter $f$ is

$$a_{\text{atten}} = \frac{f A}{\tau_r} t, \quad (4.7)$$

the delayed signal with the delay time $\tau_d$

$$a_{\text{del}} = \frac{A}{\tau_r} (t + \tau_d) \quad (4.8)$$

and the sum crosses the zero

$$0 = a_{\text{atten}} + a_{\text{del}} = \frac{A}{\tau_r} [t(1 - f) + \tau_d], \quad (4.9)$$
when

\[ t = \frac{\tau_d}{1 - f} \]  

(4.10)

If we want to use the leading slope only, then

\[ t < \tau_r \]  

(4.11)

which requires

\[ \tau_d < (1 - f) \tau_r. \]  

(4.12)

If this is fulfilled, the walk effect should be eliminated.

A typical signal from the TOF detector digitized by the Tektronix scope has 800–900 ps leading slope corresponding to 8–9 bins. This limits the parameter choice.

As mentioned before, there is also a jitter effect, which causes timing fluctuations. To minimize the jitter, it is essential to choose parameters that place the zero crossing in the second half of the leading edge, so that the attenuated signal at the zero crossing is clearly above the noise. Examples of advantageous and disadvantageous choices of parameters are shown in Fig 4.6.

![Figure 4.6: Advantageous (right) and disadvantageous (left) choice of parameters. In the left figure the jitter effect make the time determination ambiguous. The problem is solved by the advantageous choice of parameters, as is shown in the right figure.](image)

The precision of the timing method can be determined by the measurement of fluctuations in the time difference between two coincident signals. As we have two independent signals from both sides of the detector we can use it to determine optimal parameters and get also the intrinsic resolution without any influence of non-isochronous conditions. The time determination for experimental data
was performed with several sets of parameters. Stamps from both sides of the detector corresponding to the same signal were compared. A constant shift would be expected due to different cable lengths, but the width of the distribution of this shift determines the intrinsic resolution. The results are shown in Fig. 4.7.

Figure 4.7: Distributions of the time difference between the stamps from both sides of the detector corresponding to same the signal. The width of the distribution of this shift determines the uncertainty of the time determination. The parameter \( b \) is the delay in bins, \( 1 \text{ bin} = 100 \text{ ps} \). The parameter \( f \) is the fraction. The set of parameters \( b=4, f=0.5 \) was chosen to be used in the analysis.

As we can see, the best results are for the sets of parameters \( b=4, f=0.5 \) and \( b=4, f=0.7 \). The latter choice does not fulfill the condition described in Eq. 4.12, which allows to overcome the walk effect. For the same reason cases with \( b \geq 5 \) were not analyzed.

The distribution width of the chosen parameter set \( b=4, f=0.5 \) is \( \sigma_{\text{RMS}} = 66 \text{ ps} \). It is a difference of two signals, so the uncertainty \( \sigma(t_{\text{diff}}) \) is

\[
\sigma(t_{\text{diff}}) = \sqrt{\sigma(t)^2 + \sigma(t)^2} = \sqrt{2} \sigma(t),
\]

(4.13)

where \( \sigma(t) \) is the uncertainty of one signal and amounts to 47 ps. This is in
good agreement with the mean value of the uncertainties mentioned before on the page 44.

### 4.2 Time-of-Flight Determination

In general there are several ions in the ring simultaneously. Therefore the spectra consist of the signals corresponding to various particles as it is shown in Fig. 4.8.

![Figure 4.8: A demonstration of signals in a spectrum corresponding to various ions. The signals are identified by a tracing algorithm [Hau99, Sta02].](image)

To determine the revolution times of the ions, an identification of the signals has to be done. An algorithm for tracing a particle in the spectra was developed by [Hau99].

It starts from a very last signal in a spectrum and searches for a corresponding one from preceding signals. The fact, that the revolution time is expected to be in a range of 400–600 ns is decisive. If a suitable signal is found, the revolution time is fixed. Then the remaining spectrum is scanned with the expected trace of the fixed revolution time. If no more signals are found, the fixed revolution time was not correct and another potential signal is used to fix a new revolution time. But if there were more signals found to fulfill the trace, it means they belong to a first identified particle and the procedure is repeated till all particles are traced.

In general the time-of-flight is determined as a difference between two signals at the beginning and at the end of the measuring time. However there are many revolutions in the storage ring with less than 50% detection efficiency. This means
one signal would be a stop signal for one time measurement and a start signal for another one. Sometimes the time difference between two signals of one ion corresponds to one revolution, but usually several turns.

As it was already described in Sec. 3.2, a particle that is not perfectly isochronous changes its revolution time after energy losses in the detector foil. A relation between energy losses and revolution time changes is expressed by the isochronicity curve. As described in Sec. 3.1.3, the isochronicity curve depends strongly on a mass-to-charge ratio of the ion. Energy losses rise with the square of the ion proton number. So that if two ions enter the ESR with the same $B\rho$ and mass-to-charge ratio, they are supposed to have the same revolution time. But if they differ in their proton number, they will differ also in their revolution time after several turns due to different energy losses. The mentioned problems are summarized in following:

1. The dependence of the revolution time changes with proton number.
2. The number of turns between two neighboring signals corresponding to one ion varies.
3. If we determined the revolution times of a single particle from two neighboring signal, they would be not statistically independent.

These circumstances require a special approach to overcome all the difficulties. A solution we used is to investigate a time dependence on a number of turns, see Fig. 4.9. The slope at a first particle occurrence is taken as a revolution time value determined for a single particle. This solves all introduced complications. The revolution time at a first ion occurrence is independent from its proton number, as it has no energy losses in the detector foil yet. The variation of number of turns and the statistical independence are constrained by the fitting through all points with 3$rd$ order polynomial function, see Fig. 4.10 and 4.11. Although we get rid of all information about single signals, we gain in getting a revolution time value with an uncertainty much lower than any signal time error and we will work with self-independent data.

In case of perfect isochronicity a relation between time and the number of turns would be a linear function. In reality the dependence differs slightly from linearity, see Fig. 4.10. The non-linearities are described by the isochronicity curve, which means that it is not possible to describe it with an analytical function. The non-linearities can be solved with a higher order polynomial function.
Figure 4.10: Deviation from a linearity for the time dependence of the turn number for a single particle.

Figure 4.11: Residuum plot of the 3rd order polynomial fit applied on a time dependence of the turn number.

The fitting procedure is based on the finding a minimum chi-square $\chi^2$ for every parameter $c_i$ [Kun99]

$$\chi^2 = \sum_{i=1}^{n} \frac{(t_i - t(x_i))^2}{\Delta t_i^2} = \min,$$  \hspace{1cm} (4.14)

where the time $t(x)$ is described by the $k$-order polynomial function of revolution number $x$

$$t(x) = c_0 + c_1 x + c_2 x^2 + \cdots + c_k x^k,$$  \hspace{1cm} (4.15)

where $c_i$ are the parameters to be found,

$$C = \begin{pmatrix} c_0 \\ c_1 \\ \vdots \\ c_k \end{pmatrix}. \hspace{1cm} (4.16)$$

The measured times $t_i$ and corresponding turn numbers $x_i$ construct matrices $\mathcal{T}$ and $\mathcal{X}$ with $n$ rows,

$$\mathcal{T} = \begin{pmatrix} t_1 \\ t_2 \\ \vdots \\ t_n \end{pmatrix}, \quad \mathcal{X} = \begin{pmatrix} 1 & x_1 & \cdots & x_1^k \\ 1 & x_2 & \cdots & x_2^k \\ \vdots & \vdots & \ddots & \vdots \\ 1 & x_n & \cdots & x_n^k \end{pmatrix} \hspace{1cm} (4.17)$$

and the time uncertainties $\Delta t_i$ the weighting matrix $\mathcal{P}$

$$\mathcal{P} = \begin{pmatrix} \frac{1}{(\Delta t_1)^2} & 0 & \cdots & 0 \\ 0 & \frac{1}{(\Delta t_2)^2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \frac{1}{(\Delta t_n)^2} \end{pmatrix}. \hspace{1cm} (4.18)$$
The fitting parameters $c_i$ with the uncertainties $\Delta c_i$ are then calculated from the equations

$$ C = (X^T \mathcal{P} X)^{-1} X^T \mathcal{P} T $$

(4.19)

and

$$ \Delta c_i = \sqrt{\left\{ (X^T \mathcal{P} X)^{-1} \right\}_{ii}}. $$

(4.20)

The algorithm is programmed for various polynomial order $k$ and various number of points $n$.

The revolution time used in the further analyses is then the slope of the fitted function at the first particle occurrence $x_0$

$$ \tau = c_1 + 2c_2x_0 + \cdots + kc_kx_0^{k-1} $$

(4.21)

with an average error

$$ \sigma_{av}(\tau) = \sqrt{\sum_{i,j=1}^{k,k} ij \left\{ (X^T \mathcal{P} X)^{-1} \right\}_{ij} x_0^{i-1} x_0^{j-1}} $$

(4.22)

and a scattering error

$$ \sigma_{scat}(\tau) = \sigma_{av} \sqrt{\chi^2 / (n - k - 1)}. $$

(4.23)

The larger of both errors is used.

Polynomial functions with various orders were investigated to find an optimal function. The dependence of the time on the revolution number is fitted. The chi-square $\chi^2$ of a fit is compared with the chi-square $\chi^2_{0.05}$, corresponding to a 95% level of confidence [PTVF92]. The ratio of fits that fulfill this condition is shown in Tab. 4.1. We have decided to use the 3-order polynomial fit, which describes most of the dependences, as shown in Fig. 4.11. Higher polynomial orders mean only a small increase of the fits fulfilling the 95% level of confidence condition. Only these, that fulfill this condition are then used in the later analyses.

<table>
<thead>
<tr>
<th>polynomial order</th>
<th>$\chi^2 &lt; \chi^2_{0.05}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st</td>
<td>60.2%</td>
</tr>
<tr>
<td>2nd</td>
<td>88.8%</td>
</tr>
<tr>
<td>3rd</td>
<td>91.5%</td>
</tr>
<tr>
<td>4th</td>
<td>93.4%</td>
</tr>
<tr>
<td>5th</td>
<td>93.7%</td>
</tr>
</tbody>
</table>

Table 4.1: Ratio of the fits fulfilling the 95% level of confidence condition.
4.3 Identification

Once the particle is found and its revolution time is determined, it has to be identified to make a calibration and to determine mass values. As is described in Sec. 3.1, all nuclei of the same species and the same charge state are supposed to have same revolution time (in a case of a perfect isochronicity and a measurement uncertainties). If a particle’s mass-to-charge ratio is unique\(^1\), the revolution time of the particle identifies it unambiguously. If we histogram the revolution time spectrum of all measured nuclei, they create peaks consisting of particles of one species. The spectrum containing 70000 particles from the setting with \(B_\rho=8.332\text{Tm}\) in the experiment with the uranium primary beam is shown in Fig. 4.12.

\textbf{Figure 4.12:} Spectrum produced from the histogram with revolution times in the experiment with the uranium primary beam. It contains 70000 particles from the setting with \(B_\rho=8.332\text{Tm}\).

In reality the isochronicity and the revolution time are not perfect and the revolution time varies around a central ideal revolution time value. The identification of the peaks is not a simple task; thus it requires a complex approach. The parameters of the storage ring are not known so exactly to be able to determine a

\(^1\)Mass values are taken from [ABW03], where measured values for known masses and expected values unknown masses are collected.
revolution time vs. mass-to-charge relation on a very fine scale that corresponds to distances between the required peaks. A composition of the peaks produces an unique pattern, that should be a simple transformation of the pattern of corresponding mass-to-charge values. A first task is to make the patterns to match to each other. The TOFSIM simulation, see Sec. 2.1.1, is a convenient tool for this purpose. It can simulate a spectrum pattern, that is supposed to be identical to the measured one, see Fig. 4.13, where comparison of a simulated and a measured spectra of the $^{135}$Sn setting is shown. In the simulated spectrum we know an identity of every peak and therefore we can determine an identity of peaks in a measured spectrum by comparison. Every peak then requires a special investigations to verify its identity. Two different ions can have mass-to-charge ratios so similar, that the peaks cannot be resolved. Some nuclides can have an isomer, which has a mass usually only some hundred keV larger than the ground state ion. If the half-life of the isomer is long enough to be measured, the final peak is a mixture of both states particles and the mean value is shifted. Unfortunately it is impossible to predict an isomeric ratio and calculate the peak shift compared to the ground state, if an isomeric energy is not high enough to resolve the peaks. In these cases the particles are not identified, a peak is used in further analyses only if the identification is unambiguous. The mass measurement is a high preci-

![Figure 4.13: Comparison of a simulated and a measured spectrum from the setting of $^{135}$Sn as a reference fragment. The simulation simplifies the identification of the ions.](image-url)
sion experiment and a position of the peak has to be determined very precisely, so that no uncertainty in the identification may occur also for the ion lying on an edge of the peak. An example is shown in the Fig. 4.14, where the uncertain-

![Graph](image)

Figure 4.14: Example of peaks resolved in the measured revolution time spectrum. One peak corresponds to the ground state of the $^{130}$Sn, the second one is the isomer of $^{130}$Sn with the excitation energy of 1.946 MeV.

ties in the identification of single ions can lead to mean value determination error up to several hundred keV.

The weighted mean revolution time $\bar{t}$ is calculated using the equation

$$\bar{t} = \frac{\sum_i \frac{t_i}{\sigma_i^2}}{\sum_i \frac{1}{\sigma_i}}$$

(4.24)

with an average error

$$\bar{\sigma}_{\text{av}} = \sqrt{\frac{1}{\sum_i \frac{1}{\sigma_i^2}}}$$

(4.25)

and a scattered error

$$\bar{\sigma}_{\text{scat}} = \sqrt{\frac{\sum_i \frac{1}{\sigma_i^2}(t - t_i)^2}{(n - 1)\sum_i \frac{1}{\sigma_i}}}$$

(4.26)

The larger of the average error and the scattered error is taken as the error of the mean value.
4.4 Area of Isochronicity in the $^{238}$U Experiment

Ions of one species have the same revolution time only if isochronicity is fulfilled. If it is not fulfilled, the peak in the revolution time spectrum is wide and the mean value is determined with a larger uncertainty. The isochronicity can be expressed by an isochronicity curve, see Sec. 3.1.2. The isochronicity curve depends on the storage ring setting and the mass-to-charge ratio of the ion, see its transformation for a certain mass-to-charge ratio in Sec. 3.1.3. The isochronicity curve transformed for various mass-to-charge ratios is shown in Fig. 4.15. All

![Figure 4.15: Transformations of the isochronicity curve for various mass-to-charge ratios. All the curves are describing the same ESR setting with $B_\rho=7.332\text{Tm}$. Blue lines show the magnetic rigidity restriction by scrapers. Isochronicity is different for various species. The best isochronicity is in the area of $m/q=2.69$.](image)

the curves are describing the ESR setting with $B_\rho=7.332\text{Tm}$, but for different species. It is obvious, that the isochronicity is best for $m/q=2.69$ and is get-
Data Analysis

ting worse further from this mass-to-charge value. This is confirmed by analyses of widths of revolution time peaks, see Fig. 4.16. The standard deviation $\sigma$ of

the revolution time distribution is calculated for single peaks to determine their widths. A trend supporting the isochronicity behavior in the Fig. 4.15 is apparent. The best resolution is reached for $m/q \approx 2.68$, where the standard deviation reaches 0.5 ps. For $\tau \approx 500$ ns it means a maximum time resolution

$$\frac{\tau}{2\sigma(\tau)} \approx 5 \times 10^5 \quad \text{resp.} \quad \frac{\tau}{\text{FWHM}(\tau)} \approx 4 \times 10^5$$

and a maximum mass resolution

$$\frac{m/q}{2\sigma(m/q)} \approx 2.5 \times 10^5 \quad \text{resp.} \quad \frac{m/q}{\text{FWHM}(m/q)} \approx 2 \times 10^5.$$ (4.28)

The mass resolution can be determined from Eq. 3.17 modified for the isochronicity case,

$$\frac{d\tau}{\tau} = -\alpha_p \frac{d}{\frac{m}{q}}.$$ (4.29)

where the momentum compaction value in our measurements is $\alpha_p \approx 0.5$. This can also be shown easily from the spectrum and its identifications.
As it was mentioned above, the statistical uncertainty grows with peak width. So we have decided to limit our analyses to some level of isochronicity. A moderate requirement would be to have a statistical uncertainty of 100 keV for a peak with 50 particles corresponding to the statistical error of the mean revolution time determination to be \( \Delta \tau \approx 0.25 \text{ps} \) for a charge \( Q = 40 \). This can be obtained from a standard deviation \( \sigma(\tau) \)

\[
\Delta \tau = \frac{\sigma(\tau)}{\sqrt{n}},
\]

(4.30)

where \( n \) is a number of particles. For \( n = 50 \) we end up at the standard deviation limitation \( \sigma_{\text{limit}}(\tau) \approx 2 \text{ps} \).

The non-isochronicity increases the statistical error, yet it causes a systematic error as well. Such a systematic error arises from nonuniform \( B_\rho \) distribution at the injection into the ESR, see Sec. 3.7. It can cause a shift of the mean revolution time compared to the center of revolution times possible for one species, which is supposed to be equal to the mean revolution time in a case of a uniform \( B_\rho \) distribution, up to 10\% of a standard deviation \( \sigma \). The revolution time standard deviation limit of 2ps is marked in Figs. 4.16–4.18. Only an area that falls within

![Figure 4.17: Standard deviation \( \sigma \) of revolution time distributions of single peaks for various mass-to-charge ratios in the ESR setting with \( B_\rho=8.209\text{Tm} \). Only a marked area between 2.56–2.65, where \( \sigma < 2 \text{ps} \), is analyzed.](image-url)
this limit is used for analyses. The best isochnicity is reached for $m/q \approx 2.68$ in the ESR setting with $B_{\rho} = 7.332$ Tm. In this setting we have enclosed the working space to $2.62 < m/q < 2.72$, see Fig. 4.16. A worse isochnicity was reached in the ESR setting with $B_{\rho} = 8.209$ Tm, but still good enough to fulfill our conditions. We have limited the area to be analyzed to $2.56 < m/q < 2.65$. As it was mentioned above, the isochnicity is getting worse with getting further from the central mass-to-charge ratio, for which isochnicity is the best. In general the area fulfilling our conditions is

$$\frac{\Delta (m/q)}{m/q} \approx 3 - 4 \%.$$  \hspace{1cm} (4.31)

This value has to be taken into account in future experiment preparations.

The situation is different for the measurement in the storage ring setting with $B_{\rho} = 7.5321$ Tm, see Fig. 4.18. The isochnicity achieved was too poor to get relevant data from the spectra. As the statistics was easy to reach, the situation could be improved by scrapers, which can narrow down the $B_{\rho}$ acceptance and consequently also the revolution time peaks.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig4.18}
\caption{Standard deviation $\sigma$ of revolution time distributions of single peaks for various mass-to-charge ratios in the ESR setting with $B_{\rho} = 7.5321$ Tm. An isochnicity limit 2 ps was not reached.}
\end{figure}
4.5 Area of Isochronicity in the $^{70}\text{Zn}$ Experiment

As it was mentioned above, the isochronicity is achieved if the last term in Eq. 3.17 is eliminated by fulfilling the condition $\gamma_t = \gamma$. The transition point is a function of the magnetic rigidity $B\rho$ and all ions of one species revolve isochronously if this condition is fulfilled for all magnetic rigidities inside the ring acceptance. An installation of the isochronicity in the storage ring requires a fine tuning of the magnetic optics. In the setting where isochronicity was optimized for $^{57}\text{Ti}^{22+}$ we have obtained the behavior of $\gamma_t$ for various magnetic rigidities that is shown in Fig. 4.19. The curve is compared with the $\gamma$ value of $^{57}\text{Ti}^{22+}$ for a corresponding magnetic rigidity. The agreement, which is a requirement for the isochronicity, is achieved in the range of the magnetic rigidity between 7.511 Tm and 7.532 Tm. As a limit we have defined the disagreement of 2% so that

$$\frac{|\gamma - \gamma_t|}{\gamma} < 0.02.$$  \hspace{1cm} (4.32)
To get rid of the non-isochronous part of the curve we applied scrapers inside the storage ring that limited the magnetic rigidity acceptance as it is shown in Fig. 4.19 by vertical lines. It is confirmed by the curve transformed into the revolution time as a function of the magnetic rigidity for various mass-to-charge ratios (see Fig. 4.20). The transformation for the mass-to-charge ratio of 2.59 is the one corresponding to $^{57}\text{Ti}^{22+}$. We can see that the scrapers enable magnetic rigidities only in the area of isochronicity. The revolution time is varying only about 0.1 ns between vertical lines symbolizing the scrapers position. The isochronicity was achieved for the mass-to-charge ratio of 2.59, which is in agreement with our expectations. It is evident from the figure, that the further a mass-to-charge of a species is from $m/q = 2.59$, the less the isochronicity is fulfilled.

Standard deviations $\sigma$ of the revolution times for various mass-to-charge ratios are shown in Fig. 4.21. As we expected, the widths of the peaks are the smallest
4.6 Contributions of Different Uncertainties to the Revolution Time Determination

The total standard deviations of the revolution time distribution are investigated to compare it with the contribution from the analyses uncertainties. The value is always determined for all $M$ particles of one species with corresponding number of signals $N_j + 1$ for the particle $j$. The revolution time is determined from the times $t$ of the consecutive signals and corresponding number of revolution $n$

$$\tau_i = \frac{t_i - t_{i-1}}{n_i - n_{i-1}}. \quad (4.33)$$

Therefore the number of the determined revolution times is one less than is the number of the signals. The mean revolution time $\bar{\tau}$ for one species is calculated in the area, where isochronicity is fulfilled. The isochronicity is a necessary condition of our method, hence we have limited our analyses only to the region, where $\sigma < 2 \text{ ps}$.

Figure 4.21: Standard deviations of revolution times for various mass-to-charge ratios. The horizontal lines marks the isochronicity level $\sigma < 2 \text{ ps}$. The vertical lines specify the area, where the isochronicity condition was fulfilled. Only these part was used in analysis.
from the following equation

$$\bar{\tau} = \frac{\sum_{j=1}^{M} \sum_{i=1}^{N_j} \frac{t_{ji} - t_{j(i-1)}}{n_{ji} - n_{j(i-1)}}}{\sum_{j=1}^{M} N_j}. \quad (4.34)$$

The standard deviation $\sigma_r$ of the same species is determined as

$$\sigma_r = \sqrt{\frac{\sum_{j=1}^{M} \sum_{i=1}^{N_j} \left(\frac{(t_{ji} - t_{j(i-1)}) - (n_{ji} - n_{j(i-1)}) \times \bar{\tau}}{\sum_{j=1}^{M} N_j} - 1\right)^2}{\left(\sum_{j=1}^{M} N_j\right) - 1}}. \quad (4.35)$$

In Fig. 4.22 the distributions for non-isochronous $^{91}$Kr$^{36+}$ and for isochronous $^{139}$Te$^{52+}$ are shown.

Figure 4.22: Distribution of the revolution time values determined from the consecutive signals. The standard deviation for non-isochronous $^{91}$Kr$^{36+}$ with m/q = 2.525 is 123 ps, for isochronous $^{139}$Te$^{52+}$ with m/q = 2.671 it is 85 ps.

The standard deviations $\sigma$ for various species as a function of mass-to-charge ratio is shown in Fig. 4.23. In the figure total widths of the revolution time distribution are shown. The analyses contribution of 66ps is subtracted from these values to show the influence of other factors, mainly the non-isochronicity. It is evident that only in the area of the isochronicity (see also Sec. 4.4) the contribution coming from the analysis is higher than the one coming from the non-isochronicity.
4.6 Contributions of Different Uncertainties to the Revolution Time Determination

The total distribution width of the revolution time for $^{91}\text{Kr}^{36+}$ is 123 ps. It consists of the intrinsic uncertainty of the start and stop signal $66\text{ps} = \sqrt{2 \times 47\text{ps}}$ and the non-isochronicity contribution of 105 ps.

In the case of $^{139}\text{Te}^{52+}$ the total distribution width of the revolution time is 85 ps. The intrinsic uncertainty of 66 ps is higher than the non-isochronicity contribution of 55 ps. The revolution time distribution width of 85 ps corresponds to mass distribution width of 47 MeV. On the level of signal processing we are therefore not able to resolve the changes within several tens of MeV, for example in the isomeric decay. If the half-life of the isomer is in the range between $1\mu s$ and $1\text{ms}$, it could decay during revolving in the storage ring and we would not be able to resolve it. In such a case an improvement of the time determination would be required. This can be achieved by further development of the micro-channel plates detector and electronics.

The distribution width coming from analyses has a statistical origin and therefore its contribution to the final uncertainty can be reduced with a higher statistics, as is shown in Sec. 4.2. This is not case for the distribution width coming from the non-isochronicity that has an origin in systematics, see Sec. 4.4. In the area of isochronicity we have obtained the resolution of 1 ps, which allows us to resolve isomers of 500 keV. The resolved isomer of 1.95 MeV is shown in Fig. 4.14.

Figure 4.23: The total width of revolution time distribution for single species (red points) consists of the analyses contribution (magenta line) and non-isochronicity contribution (green points). The contribution from analyses has a statistical origin and therefore can be reduced with a higher statistics. This is not case for the non-isochronicity contribution that has an origin in systematics. The grey area was used in analysis.
4.7 Mass Determination

After determination of the frequency for every peak in the isochronous part of the spectra and their identification mass-to-charge values can be assigned. Obviously a mass value of the nuclide is known only with some uncertainty or is completely unknown. Our task is to determine these mass values, which were unknown before. To do this we have to find out a relation between measured frequency and the corresponding mass-to-charge ratio. The spectrum consists of the peaks of isotopes with unknown masses as well as the isotopes with well known masses, which are used as reference values, see Figs. 4.24–4.25.

![Figure 4.24: Part of the spectrum from the uranium experiment with $B\rho=8.332\text{Th}$ shown in Fig. 4.12. The spectrum consists of the peaks of isotopes with unknown masses as well as the isotopes with well known masses, which can be used as reference values.](image)

Since we do not know the real behavior of such a relation from physical conditions of measurements we have to fit the chosen reference mass values by various curves. It should be emphasized here that the task is to get the simplest function with a number of parameters much lower than a number of nuclides which we would like to use as reference values.

For a relatively small part of a curve it is natural to use a polynomial function

$$
\frac{m}{q}(f) = a_0 + a_1 f + a_2 f^2 + \cdots + a_k f^k.
$$

(4.36)
4.7 Mass Determination

From general considerations we could not expect the curve to be linear. However fit functions consisting polynomials with a higher order could be tested. Here we can restrict ourself to the condition that the last order in the fitting function should have the corresponding coefficient higher than is its error. If the coefficient has after a fitting the error higher than its value we can cancel the corresponding order and a function with the order one degree lower.

After investigations with various orders of the polynomial function we have observed 3rd order polynomial function to be optimal. This finding was also supported by the fact that normalized chi-square

\[ \chi^2_{\text{norm}} = \frac{\chi^2}{n - p} \]  

reaches its minimum for 4 parameters, where \( n \) is the number of reference masses and \( p \) is a number of parameters.

The fitting procedure is done using the same algorithm as is explained in Eq. 4.14–4.23 extended with a variable error \( \Delta f \). Minimization is therefore based

Figure 4.25: Part of the spectrum from the \(^{70}\)Zn experiment. The spectrum consists of the peaks of isotopes with unknown masses, the isotopes with masses known with large uncertainties, for which we have improved the precision and the isotopes with well known masses, which can be used as reference values.
on an extended $\chi^2$

$$\chi^2 = \sum_{i=1}^{n} \left( \frac{(m/q)_i - \sum_{k=0}^{p-1} a_k f_i^k }{\Delta m/q}_i \right)^2 + \left( \sum_{k=0}^{p-1} ka_k f_i^{k-1} \right)^2 = \text{min.} \tag{4.38}$$

where the final uncertainty of one point is a superposition of the uncertainty of the mass-to-charge ratio and the frequency uncertainty. The frequency uncertainty is transformed to the mass-to-charge representation by multiplying with a first derivative

$$\left( \Delta \frac{m}{q} \right)_{f_i} = \frac{d m}{q df} \Delta f_i = \sum_{k=0}^{p-1} ka_k f_i^{k-1} \times \Delta f_i. \tag{4.39}$$

As this problem has no analytical solution, the so-called confluence analysis is used. It is based on an analytical solution without the variable error $\Delta f$, using the matrix method,

$$A = (\mathcal{F}^T P \mathcal{F})^{-1} \mathcal{F}^T P \mathcal{M} \tag{4.40}$$

where the matrices are defined as

$$A = \begin{pmatrix} a_0 \\ a_1 \\ \vdots \\ a_{p-1} \end{pmatrix}, \quad \mathcal{M} = \begin{pmatrix} (m/q)_1 \\ (m/q)_2 \\ \vdots \\ (m/q)_n \end{pmatrix}, \quad \mathcal{F} = \begin{pmatrix} 1 & f_1 & \cdots & f_{p-1}^1 \\ 1 & f_2 & \cdots & f_{p-1}^2 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & f_n & \cdots & f_{p-1}^n \end{pmatrix} \tag{4.41}$$

and the weighting matrix $P$ combines the m/q uncertainties $(\Delta m/q)_i$

$$P = \begin{pmatrix} \frac{1}{(\Delta m/q)_1} & 0 & \cdots & 0 \\ 0 & \frac{1}{(\Delta m/q)_2} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \frac{1}{(\Delta m/q)_n} \end{pmatrix}. \tag{4.42}$$

Parameters $a_i$ found in this first step are used to fix $(\Delta m/q)_i$ from Eq. 4.39 and the procedure is repeated with minimizing

$$\chi^2 = \sum_{i=1}^{n} \left( \frac{(m/q)_i - \sum_{k=0}^{p-1} a_k f_i^k }{(\Delta m/q)_i} \right)^2 + \left( \frac{\Delta m/q}{f_i} \right)^2 = \text{min.} \tag{4.43}$$
which is realized by replacing \((\Delta \frac{m}{q})_i^2\) with \((\Delta \frac{m}{q})_i^2 + (\Delta \frac{m}{q})_f^2\) in the weighting matrix \(P\)

\[
P = \begin{pmatrix}
1 & 0 & \cdots & 0 \\
0 & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & 1
\end{pmatrix} \left( \Delta \frac{m}{q} \right)_{j1} \left( \Delta \frac{m}{q} \right)_{j1} + \left( \Delta \frac{m}{q} \right)_{j2} \left( \Delta \frac{m}{q} \right)_{j2} + \cdots + \left( \Delta \frac{m}{q} \right)_{jn} \left( \Delta \frac{m}{q} \right)_{jn}.
\] (4.44)

The iterations are repeated until the parameters \(a_i\) converge to the resultant values, i.e., until the parameters do not change in a single iteration.

After the calibration function has been obtained, we can determine the unknown mass-to-charge values from their frequencies using Eq. 4.36. An average error of the fitted value is calculated using

\[
\sigma_{\text{fit av}}(m/q) = \sqrt{\frac{1}{n,n} \sum_{k,l=0}^{n,n} \{(F^{-1} PF)^{-1}\}_{kl} f_k f_l}.
\] (4.45)

and a scattering error

\[
\sigma_{\text{fit scat}}(m/q) = \sqrt{\chi^2/(n-p)} \sigma_{\text{fit av}},
\] (4.46)

where the larger error is used as a fitting error \(\sigma_{\text{fit}}\). This is the error from the fitting only and the error of the frequency itself is not included. Its contribution to the final error is

\[
\sigma_{\text{freq}}(m/q) = \sum_{k=0}^{p-1} ka_k f^{k-1} \times \Delta f.
\] (4.47)

The full statistical error is therefore a quadratic sum of \(\sigma_{\text{fit}}\) and \(\sigma_{\text{freq}}\)

\[
\sigma_{\text{stat}}(\frac{m}{q}) = \sqrt{\left[ \sigma_{\text{fit}}(\frac{m}{q}) \right]^2 + \left[ \sigma_{\text{freq}}(\frac{m}{q}) \right]^2}.
\] (4.48)

The systematic error \(\sigma_{\text{syst}}\) is calculated from comparison with all table values \(\left(\frac{m}{q}\right)_{\text{table}}\) and their uncertainties \(\sigma_{\text{table}}(\frac{m}{q})\), that were already known [ABW03], so that

\[
\chi^2 = \sum_{i=1}^{n} \left[ \frac{\left( \frac{m}{q} \right)_{\text{exp}}}{\sigma_{\text{stat}}(\frac{m}{q})_i} - \frac{\left( \frac{m}{q} \right)_{\text{table}}}{\sigma_{\text{table}}(\frac{m}{q})_i} \right]^2 + \sigma_{\text{syst}}^2 = 1
\] (4.49)
and the final error of one mass-to-charge value is

$$\sigma \left( \frac{m}{q} \right) = \sqrt{\left[ \sigma_{\text{stat}} \left( \frac{m}{q} \right) \right]^2 + \sigma_{\text{syst}}^2}. \quad (4.50)$$

The mass value $m$ is then determined by multiplication with the charge $q$.

There are several nuclides that appeared more than one time in our results. They could be in both settings or in two different charge states. In this case a weighted average is calculated

$$\bar{m} = \frac{\sum \frac{m_i}{\sigma_i^2}}{\sum \frac{1}{\sigma_i^2}}. \quad (4.51)$$

The corresponding average uncertainty is then

$$\sigma(m)_{\text{av}} = \sqrt{\frac{1}{\sum \frac{1}{\sigma_i^2}}} \quad (4.52)$$

and the scattering uncertainty

$$\sigma(m)_{\text{scat}} = \sqrt{\frac{\sum \frac{1}{\sigma_i^2} (m_i - \bar{m})^2}{(n-1) \sum \frac{1}{\sigma_i^2}}}. \quad (4.53)$$

The higher value is then taken as the final error, in most cases it is the average error $\sigma(m)_{\text{av}}$.

As it will be shown later in results, the typical relative uncertainty achieved is $2 \times 10^{-6}$. 

Chapter 5

Results

The results from the experiments and the analysis are presented in this chapter.

5.1 Results from the $^{70}$Zn Experiment

For the calibration of the mass spectra the reference masses which are listed in Table 5.1 were used. Table 5.2 shows the results of our mass determination of Zn-fragmentation products. Our data for mass excess ME(IMS) are presented in the 4th column, whereas the data of AME-2003 [ABW03], collecting all previous measurements, are given in the 5th column. The comparison is presented in the 6th column. The nuclides listed in this table fulfilled the isochronicity condition. Among them we have identified $^{13}B(T_{1/2} = 17ms)$, the nuclide with the shortest half-life observed in the storage ring.

In general the appropriate choice of reference masses is a challenging task. However in the Zn-fragmentation we observed nuclides, which are close to the $\beta$-

<table>
<thead>
<tr>
<th>element</th>
<th>A</th>
<th>mass excess [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Be</td>
<td>10</td>
<td>12606.7(0.4)</td>
</tr>
<tr>
<td>B</td>
<td>13</td>
<td>16562.2(1.1)</td>
</tr>
<tr>
<td>C</td>
<td>15</td>
<td>9873.1(0.8)</td>
</tr>
<tr>
<td>N</td>
<td>18</td>
<td>13114(19)</td>
</tr>
<tr>
<td>O</td>
<td>20</td>
<td>3797.5(1.1)</td>
</tr>
<tr>
<td>O</td>
<td>21</td>
<td>8063(12)</td>
</tr>
<tr>
<td>Ne</td>
<td>26</td>
<td>430(27)</td>
</tr>
<tr>
<td>Na</td>
<td>28</td>
<td>-989(13)</td>
</tr>
<tr>
<td>Mg</td>
<td>31</td>
<td>-3217(12)</td>
</tr>
<tr>
<td>K</td>
<td>48</td>
<td>-32124(24)</td>
</tr>
</tbody>
</table>

Table 5.1: List of the nuclides, which were used as the reference masses. Mass values are from [ABW03].
Table 5.2: Mass excess values $\text{ME}_{\text{IMS}}$ determined in the Zn-fragmentation experiment compared with the values from AME-2003 [ABW03]. The masses labeled with # are predicted values from extrapolations. For the nuclides labeled with * their isomeric states were taken into account.

<table>
<thead>
<tr>
<th>Elem.</th>
<th>A</th>
<th>$\text{ME}_{\text{IMS}}$ [keV]</th>
<th>$\text{ME}_{\text{AME}}$ [keV]</th>
<th>$-\text{ME}_{\text{AME}}$ [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>23</td>
<td>3310(40)</td>
<td>3330(80)</td>
<td>-20(90)</td>
</tr>
<tr>
<td>Al</td>
<td>33</td>
<td>$-8500(60)$</td>
<td>$-8530(70)$</td>
<td>30(90)</td>
</tr>
<tr>
<td>Al</td>
<td>34</td>
<td>$-2980(90)$</td>
<td>$-2930(110)$</td>
<td>-50(140)</td>
</tr>
<tr>
<td>Si</td>
<td>36</td>
<td>$-12460(70)$</td>
<td>$-12480(120)$</td>
<td>20(140)</td>
</tr>
<tr>
<td>P</td>
<td>38</td>
<td>$-14640(70)$</td>
<td>$-14760(100)$</td>
<td>120(120)</td>
</tr>
<tr>
<td>P</td>
<td>39</td>
<td>$-12670(130)$</td>
<td>$-12870(100)$</td>
<td>200(170)</td>
</tr>
<tr>
<td>S</td>
<td>41</td>
<td>$-19090(70)$</td>
<td>$-19020(120)$</td>
<td>-70(140)</td>
</tr>
<tr>
<td>Cl</td>
<td>43</td>
<td>$-24130(80)$</td>
<td>$-24170(160)$</td>
<td>40(180)</td>
</tr>
<tr>
<td>Cl</td>
<td>44</td>
<td>$-20600(150)$</td>
<td>$-20230(110)$</td>
<td>-370(190)</td>
</tr>
<tr>
<td>Ar</td>
<td>46</td>
<td>$-29820(100)$</td>
<td>$-29720(40)$</td>
<td>-100(100)</td>
</tr>
<tr>
<td>K</td>
<td>49</td>
<td>$-29790(210)$</td>
<td>$-30320(70)$</td>
<td>530(220)</td>
</tr>
<tr>
<td>Ca</td>
<td>51</td>
<td>$-36560(170)$</td>
<td>$-35860(90)$</td>
<td>-700(190)</td>
</tr>
<tr>
<td>Sc</td>
<td>53</td>
<td>$-38840(110)$</td>
<td>$-37620#$</td>
<td>-1222(320)</td>
</tr>
<tr>
<td>Sc</td>
<td>54</td>
<td>$-34520(210)^*$</td>
<td>$-34220(370)$</td>
<td>-300(430)</td>
</tr>
<tr>
<td>Ti</td>
<td>56</td>
<td>$-39420(120)$</td>
<td>$-38940(200)$</td>
<td>-480(230)</td>
</tr>
<tr>
<td>Ti</td>
<td>57</td>
<td>$-34560(380)$</td>
<td>$-33540(460)$</td>
<td>-1020(600)</td>
</tr>
<tr>
<td>V</td>
<td>58</td>
<td>$-40360(100)$</td>
<td>$-40210(250)$</td>
<td>-150(270)</td>
</tr>
<tr>
<td>V</td>
<td>59</td>
<td>$-37890(120)$</td>
<td>$-37070(310)$</td>
<td>-820(330)</td>
</tr>
<tr>
<td>V</td>
<td>60</td>
<td>$-33430(200)^*$</td>
<td>$-32580(470)$</td>
<td>-850(510)</td>
</tr>
<tr>
<td>Cr</td>
<td>61</td>
<td>$-42550(110)$</td>
<td>$-42180(250)$</td>
<td>-370(270)</td>
</tr>
<tr>
<td>Cr</td>
<td>62</td>
<td>$-41010(110)$</td>
<td>$-40410(340)$</td>
<td>-600(360)</td>
</tr>
<tr>
<td>Cr</td>
<td>63</td>
<td>$-36160(430)$</td>
<td>$-35530#$</td>
<td>-630(520)</td>
</tr>
<tr>
<td>Mn</td>
<td>63</td>
<td>$-47040(100)$</td>
<td>$-46350(260)$</td>
<td>-690(280)</td>
</tr>
<tr>
<td>Mn</td>
<td>64</td>
<td>$-43110(120)^*$</td>
<td>$-42620(270)$</td>
<td>-490(300)</td>
</tr>
<tr>
<td>Fe</td>
<td>66</td>
<td>$-50240(140)$</td>
<td>$-49570(300)$</td>
<td>-670(330)</td>
</tr>
<tr>
<td>Fe</td>
<td>67</td>
<td>$-46240(410)^*$</td>
<td>$-45690(420)$</td>
<td>-550(590)</td>
</tr>
</tbody>
</table>
5.2 Results from the $^{238}$U Experiment

stability line and thus whose masses have been very precisely measured in binary reactions with a high level of confidence and thus serve for calibration. Some of the masses of nuclides used as references ($^{26}$Ne, $^{28}$Na, $^{31}$Mg) have been measured directly (see AME-2003 [ABW03]).

A favorable circumstance in the region under investigation is also the absence of long-lived isomeric states for most of the nuclides. Even if they exist their half-lives are too short to be observed in IMS spectra ($^{54m}$Sc with $T_{1/2}=7\mu$s) or their energy levels are too low to change the result within the error bars given in Table 5.2. For all nuclides with isomeric states (labeled with $^*$) in Table 5.2, however, we subtracted half the isomeric level energy from the experimentally determined mass value to obtain the ground state energy, as it is recommended in AME-2003.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{95}$Rb</td>
<td>-65854</td>
<td>21</td>
<td>ACERC+86, ABW03</td>
</tr>
<tr>
<td>$^{97}$Rb</td>
<td>-58360</td>
<td>30</td>
<td>ACERC+86, ABW03</td>
</tr>
<tr>
<td>$^{95}$Sr</td>
<td>-75117</td>
<td>7</td>
<td>RHAB+02, ABW03</td>
</tr>
<tr>
<td>$^{103}$Zr</td>
<td>-67870</td>
<td>50</td>
<td>[A03]</td>
</tr>
<tr>
<td>$^{129m}$Sn</td>
<td>-80576</td>
<td>45</td>
<td>Sik03, ABW03</td>
</tr>
<tr>
<td>$^{132}$Sn</td>
<td>-76554</td>
<td>14</td>
<td>Sik03, ABW03</td>
</tr>
<tr>
<td>$^{132}$Cs</td>
<td>-70515</td>
<td>11</td>
<td>AAB+99, ABW03</td>
</tr>
<tr>
<td>$^{133}$Cs</td>
<td>-67671</td>
<td>24</td>
<td>ACERC+86, ABW03</td>
</tr>
<tr>
<td>$^{145}$Cs</td>
<td>-60057</td>
<td>11</td>
<td>Web04, ABW03</td>
</tr>
<tr>
<td>$^{146}$Cs</td>
<td>-55620</td>
<td>70</td>
<td>ACERC+86, ABW03</td>
</tr>
<tr>
<td>$^{145}$Ba</td>
<td>-73936</td>
<td>13</td>
<td>AAB+99, ABW03</td>
</tr>
</tbody>
</table>

Table 5.3: Nuclides used as the reference masses.

The nuclides with well-known masses used as reference values are listed in Tab. 5.3. Although there are more nuclides with known masses obtained in the spectra, we have chosen those, which have been measured directly, i.e., to avoid to use mass values, which have been determined via $Q_{\beta}$-measurements. In general, it is very difficult to obtain masses by measurement of the $Q_{\beta}$ value. $Q_{\beta}$ values of exotic nuclides are very often higher than 5 MeV, where there are no reference $Q_{\beta}$-values known for the detector calibration and the response function is complicated. Furthermore the $Q_{\beta}$-value determination depends on the known $\beta$-decay

$^*$A mean value taken from ground state -80594 (29) keV and isomer with an excitation energy 35.2(0.3) keV [ABBW97] as -80576 (45) as the isomeric ratio is unknown.
scheme, especially if the number of $\beta$-branches is not high. If there are many $\beta$-branches, then the averaging procedure smoothes the final value. On the other hand, it is very difficult to analyze many components. In the construction of the Fermi-Curie graph the procedure of choosing the energy interval for obtaining the end-point is usually ambiguous. The measurement can be also complicated by $\gamma$-rays, especially if they belong to higher intensity $\beta$-branches.

The atomic mass compilation by [ABW03] is using interpolations and parameterization of mass formulas to obtain the best mass values. Several incorrect mass values used in the region can therefore lead to large uncertainties.

Deviations of known mass values [ABW03] from values obtained in our measurement are shown in Fig. 5.1. Although there are some nuclides, for which the values do not agree within the given errors, it is within the expectations from statistics.

The comparisons of our results with the mass values from the extrapolation [ABW03] are shown in Fig. 5.2. The deviations are much larger than it was in the case of previously known masses.

The mass values determined for the first time in this experiment are listed in Tab. 5.4.
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Figure 5.2: Comparison of our new mass values obtained in the IMS measurement with the mass values from extrapolations [ABW03]. The deviations are much larger than it was in the case of previously known masses.

<table>
<thead>
<tr>
<th>Z</th>
<th>A</th>
<th>mass excess [keV]</th>
<th>error [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>82</td>
<td>Ga</td>
<td>-52920</td>
</tr>
<tr>
<td>32</td>
<td>83</td>
<td>Ge</td>
<td>-61130</td>
</tr>
<tr>
<td>33</td>
<td>85</td>
<td>As</td>
<td>-63430</td>
</tr>
<tr>
<td>33</td>
<td>86</td>
<td>As</td>
<td>-59230</td>
</tr>
<tr>
<td>34</td>
<td>89</td>
<td>Se</td>
<td>-58950</td>
</tr>
<tr>
<td>34</td>
<td>90</td>
<td>Se</td>
<td>-55800</td>
</tr>
<tr>
<td>35</td>
<td>93</td>
<td>Br</td>
<td>-52970</td>
</tr>
<tr>
<td>36</td>
<td>94</td>
<td>Kr</td>
<td>-61700</td>
</tr>
<tr>
<td>36</td>
<td>95</td>
<td>Kr</td>
<td>-56060</td>
</tr>
<tr>
<td>39</td>
<td>103</td>
<td>Y</td>
<td>-58740</td>
</tr>
<tr>
<td>40</td>
<td>106</td>
<td>Zr</td>
<td>-58380</td>
</tr>
</tbody>
</table>
There are new mass values for 41 nuclides with half-lives from 100 ms to 5 s. The lower limit can be even smaller as there are several unknown half-lives of very exotic nuclides.

The area of nuclides of our new masses is shown in the chart of the nuclides, see Fig. 5.3. One can see, that in several regions we are approaching the r-process.

Table 5.4:
41 nuclides with experimental mass values, for which the masses have been measured for the first time.

<table>
<thead>
<tr>
<th>Atomic Number</th>
<th>Mass Number</th>
<th>Element</th>
<th>Mass Value</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>41</td>
<td>106</td>
<td>Nb</td>
<td>-65990</td>
<td>240</td>
</tr>
<tr>
<td>41</td>
<td>107</td>
<td>Nb</td>
<td>-63670</td>
<td>260</td>
</tr>
<tr>
<td>41</td>
<td>108</td>
<td>Nb</td>
<td>-60000</td>
<td>410</td>
</tr>
<tr>
<td>41</td>
<td>109</td>
<td>Nb</td>
<td>-56620</td>
<td>350</td>
</tr>
<tr>
<td>42</td>
<td>108</td>
<td>Mo</td>
<td>-70830</td>
<td>200</td>
</tr>
<tr>
<td>42</td>
<td>109</td>
<td>Mo</td>
<td>-66650</td>
<td>230</td>
</tr>
<tr>
<td>42</td>
<td>110</td>
<td>Mo</td>
<td>-64780</td>
<td>250</td>
</tr>
<tr>
<td>42</td>
<td>111</td>
<td>Mo</td>
<td>-59940</td>
<td>260</td>
</tr>
<tr>
<td>43</td>
<td>113</td>
<td>Tc</td>
<td>-63000</td>
<td>250</td>
</tr>
<tr>
<td>43</td>
<td>114</td>
<td>Tc</td>
<td>-58180</td>
<td>340</td>
</tr>
<tr>
<td>44</td>
<td>114</td>
<td>Ru</td>
<td>-70460</td>
<td>220</td>
</tr>
<tr>
<td>44</td>
<td>117</td>
<td>Ru</td>
<td>-59520</td>
<td>390</td>
</tr>
<tr>
<td>45</td>
<td>117</td>
<td>Rh</td>
<td>-68840</td>
<td>380</td>
</tr>
<tr>
<td>45</td>
<td>118</td>
<td>Rh</td>
<td>-64830</td>
<td>270</td>
</tr>
<tr>
<td>45</td>
<td>119</td>
<td>Rh</td>
<td>-63060</td>
<td>250</td>
</tr>
<tr>
<td>46</td>
<td>119</td>
<td>Pd</td>
<td>-71580</td>
<td>190</td>
</tr>
<tr>
<td>46</td>
<td>121</td>
<td>Pd</td>
<td>-66900</td>
<td>290</td>
</tr>
<tr>
<td>46</td>
<td>122</td>
<td>Pd</td>
<td>-64560</td>
<td>370</td>
</tr>
<tr>
<td>46</td>
<td>123</td>
<td>Pd</td>
<td>-60010</td>
<td>270</td>
</tr>
<tr>
<td>47</td>
<td>123</td>
<td>Ag</td>
<td>-69610</td>
<td>200</td>
</tr>
<tr>
<td>47</td>
<td>125</td>
<td>Ag</td>
<td>-64230</td>
<td>400</td>
</tr>
<tr>
<td>51</td>
<td>137</td>
<td>Sb</td>
<td>-60030</td>
<td>200</td>
</tr>
<tr>
<td>52</td>
<td>138</td>
<td>Te</td>
<td>-66080</td>
<td>230</td>
</tr>
<tr>
<td>52</td>
<td>139</td>
<td>Te</td>
<td>-60120</td>
<td>310</td>
</tr>
<tr>
<td>52</td>
<td>140</td>
<td>Te</td>
<td>-56660</td>
<td>210</td>
</tr>
<tr>
<td>53</td>
<td>140</td>
<td>I</td>
<td>-63510</td>
<td>180</td>
</tr>
<tr>
<td>53</td>
<td>141</td>
<td>I</td>
<td>-59910</td>
<td>390</td>
</tr>
<tr>
<td>53</td>
<td>142</td>
<td>I</td>
<td>-54770</td>
<td>250</td>
</tr>
<tr>
<td>54</td>
<td>143</td>
<td>Xe</td>
<td>-60220</td>
<td>270</td>
</tr>
<tr>
<td>57</td>
<td>151</td>
<td>La</td>
<td>-54710</td>
<td>370</td>
</tr>
</tbody>
</table>
5.3 Comparison with Other Experimental Results

In the experiment of fragmentation of $^{70}$Zn we have covered the same isotope region as TOFI measurements at Los Alamos [ZTW+91, SWV+94]. Neutron-rich nuclei were produced via spallation and fission induced by the proton beam. Products were separated by a mass-to-charge filter and transmitted to TOFI. The isochronous spectrometer TOFI is a highly symmetrical system arranged such that the flight time of ions of a particular mass-to-charge ratio is independent of the velocity. In this sense it was an ancestor for our isochronous mass measurements. In the TOFI measurements only an incomplete turn was used, we gain from using a multi-turn device.

A comparison of our mass values with the TOFI results [ZTW+91, SWV+94] is shown in Fig. 5.4. The error bars include both uncertainties from our measurement and from the TOFI measurement, $\sigma = \sqrt{\sigma_{\text{TOFI}}^2 + \sigma_{\text{IMS}}^2}$. In general there is good agreement, the deviations are mainly on the order of error bars. The mass values are listed in the Tab. 5.5.
Figure 5.4: Comparison of mass values from this work with the TOFI results [ZTW+91, SWV+94]. The error bars include both uncertainties from our measurement and from the TOFI measurement. The deviations are mainly smaller than error bars.

<table>
<thead>
<tr>
<th>Elem.</th>
<th>A</th>
<th>ME (IMS) [keV]</th>
<th>ME (TOFI) [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Al</td>
<td>33</td>
<td>-8500(60)</td>
<td>-8400(110) [ZTW+91]</td>
</tr>
<tr>
<td>Al</td>
<td>34</td>
<td>-2980(90)</td>
<td>-2740(110) [ZTW+91]</td>
</tr>
<tr>
<td>Si</td>
<td>36</td>
<td>-12460(70)</td>
<td>-12210(140) [ZTW+91]</td>
</tr>
<tr>
<td>P</td>
<td>38</td>
<td>-14640(70)</td>
<td>-14470(140) [ZTW+91]</td>
</tr>
<tr>
<td>P</td>
<td>39</td>
<td>-12670(130)</td>
<td>-12650(150) [ZTW+91]</td>
</tr>
<tr>
<td>S</td>
<td>41</td>
<td>-19090(70)</td>
<td>-18600(220) [ZTW+91]</td>
</tr>
<tr>
<td>Cl</td>
<td>43</td>
<td>-24130(80)</td>
<td>-24190(350) [ZTW+91]</td>
</tr>
<tr>
<td>Cl</td>
<td>44</td>
<td>-20600(150)</td>
<td>-19980(250) [ZTW+91]</td>
</tr>
<tr>
<td>Ca</td>
<td>51</td>
<td>-36560(170)</td>
<td>-36300(400) [SWV+94]</td>
</tr>
<tr>
<td>Sc</td>
<td>53</td>
<td>-38840(110)</td>
<td>-38960(260) [SWV+94]</td>
</tr>
</tbody>
</table>
5.4 Discussion of the results

Table 5.2 shows that about half of the listed nuclides have experimental values which differ by more than one $\sigma$-value from the values in the AME-2003 evaluation. The same inconsistency we observed in our IMS experiments with uranium projectiles [MNB+]. Recent precise measurements by the Penning trap technique ([Ä03] and [Cla03]) also noted such discrepancies of their data with evaluated values in AME-2003 [ABW03]. The most striking deviations of more than $4\sigma$ and $6\sigma$ have been observed for $^{147}\text{La}$ and $^{158}\text{La}$, respectively, in [Cla03].

Fig. 5.5 shows the deviation of our experimental mass values from the AME-2003 data for neutron-rich nuclides with deviations larger than $1\sigma$-value. The data for the region of $A= 40 - 70$ have been taken from the present study, however for the region of $A= 80 - 150$ from various mass measurements of fission products — an effective source of neutron-rich nuclei. They are our previous measurements for uranium fission products [MNB+], proton induced fission for Zr-products ($A= 96 - 104$) [Ä03], and Penning trap results of $A= 140 - 150$ [Cla03].

As it can be seen from Fig. 5.5 there are even larger deviations for the extrapolated mass values in AME-2003. Though the error bars are also very large for corresponding differences (very often because of high error bars for extrapolations) the deviation from an experiment for some of the extrapolated values exceeds $2\sigma$.

The large deviation of directly measured mass values in comparison with the evaluated ones, systematically observed for different large regions of the neutron-rich nuclides, has not been observed so far. Indeed, as can be seen from the

<table>
<thead>
<tr>
<th>Element</th>
<th>$Z$</th>
<th>Mass (amu)</th>
<th>Error (amu)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc</td>
<td>54</td>
<td>$-34520(210)$</td>
<td>$-34400(500)$ [SWV+94]</td>
</tr>
<tr>
<td>Ti</td>
<td>56</td>
<td>$-39420(120)$</td>
<td>$-39130(280)$ [SWV+94]</td>
</tr>
<tr>
<td>V</td>
<td>58</td>
<td>$-40360(100)$</td>
<td>$-40380(260)$ [SWV+94]</td>
</tr>
<tr>
<td>V</td>
<td>59</td>
<td>$-37890(120)$</td>
<td>$-37910(350)$ [SWV+94]</td>
</tr>
<tr>
<td>V</td>
<td>60</td>
<td>$-33430(200)$</td>
<td>$-33100(600)$ [SWV+94]</td>
</tr>
<tr>
<td>Cr</td>
<td>61</td>
<td>$-42550(110)$</td>
<td>$-42770(280)$ [SWV+94]</td>
</tr>
<tr>
<td>Cr</td>
<td>62</td>
<td>$-41010(110)$</td>
<td>$-41200(400)$ [SWV+94]</td>
</tr>
<tr>
<td>Mn</td>
<td>63</td>
<td>$-47040(100)$</td>
<td>$-46750(280)$ [SWV+94]</td>
</tr>
<tr>
<td>Mn</td>
<td>64</td>
<td>$-43110(120)$</td>
<td>$-43100(350)$ [SWV+94]</td>
</tr>
<tr>
<td>Fe</td>
<td>66</td>
<td>$-50240(140)$</td>
<td>$-50320(350)$ [SWV+94]</td>
</tr>
<tr>
<td>Fe</td>
<td>67</td>
<td>$-40240(410)$</td>
<td>$-46600(500)$ [SWV+94]</td>
</tr>
</tbody>
</table>

Table 5.5: Comparison of mass values from this work with the TOFI results. The deviations are mainly smaller than error bars $\sigma$. 
Figure 5.5: Comparison of AME-2003 evaluated data with experimental values measured in this work and recent measurements [Ä03], [MNB] and [Cla03].

results measured by means of Schottky Mass Spectrometry (SMS) in the neutron-deficient side of the chart of the nuclides only very few mass values out of 450 have deviations up to 300 – 400 keV [Lit03]. Typical deviations from current evaluations [ABBW97] were tens of keV only.

Our relatively large uncertainties are partially due to the difficult conditions for calibration in the neutron-rich region of the chart of nuclides.

Another problem was the discrepancy of measured values with the previous ones. The latter belong mainly to SPEG and TOFI-measurements in the region of light and medium weight nuclides (see Table 5.2) and to the β-decay spectroscopy data for the fission products. The SPEG and TOFI-data are not precise, whereas the β-decay values were claimed to have much better precision for many of determined mass values, by the way, did not checked by other methods. We have already mentioned above that the error bars for masses determined from β-decay spectroscopy could be underestimated because of many reasons, that took place for nuclides investigated in [MNB]. As a confirmation of this point of view we can refer also to the mentioned data of direct mass measurements announced very recently [Ä03] and [Cla03], which also show large deviations from β-decay
5.5 Comparison with Mass Models

In most theoretical nuclear models, the binding energies of nuclei, and hence their masses are one of the basic properties, since they can be verified experimentally. There are several models available, that can be compared with our results.

5.5.1 Mass Models

Based on the liquid drop the nuclear binding energies and therefore also nuclear masses were for the first time described by von Weizsäcker [vW35]. The model was adjusted by Bethe and Bacher [BB36] into the form

\[
M = NM_n + ZM_p - \alpha A + \beta (N - Z)^2/A + \gamma A^{3/2} + \frac{3}{5} \left( e^2/r_0 \right) Z^2 A^{-1/3} \tag{5.1}
\]

where \( A \) is the atomic weight, \( N \) and \( Z \) the numbers of neutrons and protons, \( r_0 A^{1/3} \) the nuclear radius, \( M_n \) and \( M_p \) the masses of neutron and proton. The parameters were determined empirically. The volume term with the parameter \( \alpha = 13.86 \text{ MeV} \) represents the main binding energy. The decrease of the binding energy when the numbers of protons and neutrons become different is described by the term with the parameter \( \beta = 19.5 \text{ MeV} \). A surface effect is reflected in the term with the parameter \( \gamma = 13.2 \text{ MeV} \). The Coulomb repulsion is derived using empirical radii from \( r_0 = 1.48 \times 10^{-13} \text{ cm} \) to be \( \frac{3}{5} e^2/r_0 = 0.58 \text{ MeV} \).

The Bethe-Weizsäcker formula is the basis for macroscopic mass formulas, that are usually improved by applying deformations and oscillations of the nucleus.

The macroscopic approach does not describe shell effects, pairing etc. For this reason microscopic corrections are taken into account. Macroscopic-microscopic mass models can contain an empirical shell part (Tachibana et al. [TUYY88]), the Hugenholtz-Van Hove theorem (Satpathy-Nayak [SN88]) or proposed equation (Masson-Jänecke [MJ88]). The finite range liquid-droplet model (FRLDM) and finite range droplet model (FRDM) include Strutinsky shell corrections, BCS pairing corrections and a Wigner term [MNMS95].

A fully self-consistent approach is applied in pure microscopic mass models. They are based on a solution of the Schrödinger equation (in the non-relativistic case) or the Dirac equation (in the relativistic case) with the interactions between protons and neutrons. However, the computation time time required for such calculations is huge. Therefore, one has to limit these calculations to a smaller nucleon number and, at the same time, exploit these those symmetries of the mean field that can reduce the computation time. A typical and commonly used non-relativistic approach is the Hartree-Fock approximation. The effective interaction
is mostly described by the Skyrme force [Sky56], an alternative is the more complicated Gogny force [Gog75]. Recently calculations with different pairing correlation approaches were published. The Bardeen-Cooper-Schriefer method using the Skyrme force MSk7 in the so-called HFBCS model [GTP01] and Bogoliubov method with the Skyrme force BSk2 in HFB model [SGP03] were applied. Relativistic calculations consume even more computation time. Calculations using the Relativistic-Mean-Field (RMF) theory with two body interactions of the Yukawa type appeared recently [LRR99].

There are several approximations much closer to the Hartree-Fock method than droplet-model-based methods. In the Thomas-Fermi method a smooth density function is constructed with various potentials. A Yukawa type interaction is used by Myers-Światecki [MS96]. The extended Thomas-Fermi method combined with the Strutinsky integral known as ETFSI uses the Skyrme force SkSC18 [PN00]. An effective interaction smooth enough for Hartree-Fock calculations is used by Duflo-Zuker [DZ95].

Another possibility is that the models are completely empirical and employ some general features. The Garvey-Kelson relation [GK66] assumes that the binding energy is a smooth function of A and Z. Using this method new masses obtained by interpolation and extrapolation were calculated by Comay-Kelson-Zidon [CKZ88] and Jänecke-Masson [JM88]. In the Atomic Mass Evaluation AME-2003 [ABW03], the masses of nuclei are obtained by smooth extrapolations of the trends of two-proton and two-neutron separation energies.

A comparison of the model predictions with our data is shown in the Sec. 5.5.2.

### 5.5.2 Predictive Power of Mass Models

The decisive test of mass models is a comparison with newly measured masses. The predictive power of various models for masses presented for the first time in this work is shown in Tab. 5.6.

The average deviation of the model from experimental data $\sigma_{th}$ is defined such, that it fulfills the expression

$$\frac{1}{n-1} \sum_{i=1}^{n} \frac{(m_{exp} - m_{th})_{i}^{2}}{(\sigma_{exp})_{i}^{2} + \sigma_{th}^{2}} = 1. \quad (5.2)$$

The value $\sigma_{th}$ should be close to the rms-deviation

$$\sigma_{rms}^{2} = \frac{1}{n} \sum_{i=1}^{n} (m_{exp} - m_{th})_{i}^{2} \quad (5.3)$$

if the experimental errors are less than the theoretical errors [RNG+01]. It is obvious from the values that errors of the theoretical models contribute to the deviations more than the experimental errors. Theoretical predictions for several
elements are compared with values achieved in our measurement in Fig. 5.6, where previously known masses are also shown. As it is clear from Tab. 5.6, the best predictions are obtained from the Hartree-Fock-Bogoliubov model [SGP03] and the AME-2003 extrapolations [ABW03], but they also fail for some most exotic nuclides. Unfortunately no RMF calculation for the area presented in this work is available, as this is together with HF one of the most fundamental approaches.

A remarkable result is that the pure microscopic theoretical model [SGP03] is better ($\sigma_{rms} = 575$ keV) in this new territory than the microscopic-macroscopic FRDM description [MNMS95] ($\sigma_{rms} = 667$ keV). In the recently measured neutron-deficient new mass surface [Lit03] the FRDM prediction was still a factor of two superior due to the method of parameter adjustment to experimental data. This reflects the advantage of microscopic theories for unknown mass areas far from the valley of beta stability. Much room for improvements is also observed from the comparison with the AME-2003 [ABW03]. The AME-2003 has for our previously measured new neutron-deficient mass surface [Lit03] a $\sigma_{rms}$ deviation of 148 keV and has now for the 41 new masses in this work 651 keV. For individual nuclides the deviation is even larger, e.g. for $^{109}$Nb and $^{114}$Tc isotopes the differences from AME-2003 reach 1.5 MeV.

<table>
<thead>
<tr>
<th>Mass formula</th>
<th>$\sigma_{rms}$ [keV]</th>
<th>$\sigma_{th}$ [keV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tachibana et al. [TUYY88]</td>
<td>935</td>
<td>877</td>
</tr>
<tr>
<td>Satpathy-Nayak [SN88]</td>
<td>1274</td>
<td>1227</td>
</tr>
<tr>
<td>Masson-Jänecke [MJ88]</td>
<td>1002</td>
<td>956</td>
</tr>
<tr>
<td>FRLDM [MNMS95]</td>
<td>607</td>
<td>537</td>
</tr>
<tr>
<td>FRDM [MNMS95]</td>
<td>667</td>
<td>578</td>
</tr>
<tr>
<td>HFB-2 Skyrme force BSk2 [SGP03]</td>
<td>575</td>
<td>491</td>
</tr>
<tr>
<td>HFBCS Skyrme force MSk7 [GTP01]</td>
<td>784</td>
<td>714</td>
</tr>
<tr>
<td>ETFSI Skyrme force SkSC18 [PN00]</td>
<td>657</td>
<td>578</td>
</tr>
<tr>
<td>Myers-Swiątek [MS96]</td>
<td>673</td>
<td>612</td>
</tr>
<tr>
<td>Duflo-Zuker (10 par.) [DZ95]</td>
<td>826</td>
<td>765</td>
</tr>
<tr>
<td>Duflo-Zuker (28 par.) [DZ95]</td>
<td>683</td>
<td>610</td>
</tr>
<tr>
<td>Conay-Kelson-Zidon [CKZ88]</td>
<td>801</td>
<td>733</td>
</tr>
<tr>
<td>Jänecke-Masson [JM88]</td>
<td>1186</td>
<td>1133</td>
</tr>
<tr>
<td>AME-2003 [ABW03]</td>
<td>651</td>
<td>573</td>
</tr>
</tbody>
</table>

Table 5.6: Predictive power of various mass models. The $\sigma_{rms}$-deviation of the model from experimental data is obtained from Eq. 5.3, theoretical deviation $\sigma_{th}$ from Eq. 5.2 Models are in more detail described in Sec. 5.5.1
Figure 5.6: Deviations of model predictions (in the case of known AME-2003 mass values they are previously known masses) from masses obtained in our measurement. The comparisons are shown for AME-2003 [ABW03], FRLDM and FRDM [MNMS95], HFB-2 with Skyrme force BSk2 [SGP03], HFBCS with Skyrme force MSk7 [GTP01], ETFSI with Skyrme force SkSC18 [PN00], Myers-Świątek [MS96] and Duflo-Zuker (28 parameters) [DZ95] tables. The uncertainties of the IMS experimental data are illustrated as error bars of the ETFSI deviations but are valid for all cases.
Chapter 6
Outlook

In future experiments our goals are to increase the resolution and accuracy of the method. A goal will also be to widen the mass-to-charge range for which the isochronicity condition holds. The TOF detector can also be modified from the experience of the present experiments, e.g., to aim for a thinner foil without losing the present efficiency and to avoid the burst of injected ions which will not reach stable orbits.

Furthermore, a future goal is to reach more exotic nuclei towards the neutron dripline, particularly along the predicted r-process path for Z>30. This would require an increase of the primary-beam intensity and a higher efficiency in the ESR acceptance channel.

A huge improvement will be achieved by the new facility FAIR [GSI01, NUS04].

Figure 6.1: Schematic view of the proposed exotic-nuclear-beam facility FAIR. The superconducting two-stage fragment separator (Super-FRS) will provide beams of unstable nuclei for the storage ring system (Collector Ring CR and New Experimental Storage Ring NESR) including an ion-electron collider (e-A), as well as for the high- and low-energy experimental areas. The electron cooler and the Schottky pickup at the NESR and the stochastic cooling and the TOF detector at the CR are shown.
The new synchrotron complex is expected to achieve $1 \times 10^{12}$ ions/pulse for all heavy ions up to uranium. The new large acceptance fragment separator, the Super-FRS [GWW+03], will provide radioactive beam intensities increased by the factor up to 10 000 compared to the present situation. The Super-FRS will provide beams of exotic nuclei to different experimental areas including the complex of storage rings, see Fig. 6.1.

The Collector Ring (CR) is designed to accept the separated fragment beam from the Super-FRS and to pre-cool with stochastic cooling. The CR in the isochronous mode together with the time-of-flight detector will offer mass measurement of short-lived ions, in a similar way as described in this thesis.

The New Experimental Storage Ring (NESR) is designed to store ions transferred from CR. The electron cooler and several Schottky pickups will be used in the experiments with long-lived nuclei.

The calculated rates for exotic nuclides at the Super-FRS are shown in Fig. 6.2. It is demonstrated that the new facility will be an ideal tool to study the most neutron-rich nuclei, particular along the $r$-process path for $Z>30$.

---

**Figure 6.2:** Predicted production rates at the Super-FRS facility for primary beam intensities of $10^{12}$ ions/spill. Stable nuclei (black symbols), closed shells, and the limits of known nuclei are indicated. At the new facility, hitherto unexplored parts of the $r$-process path will become accessible, in particular around the closed neutron shells.
Appendix A

Description of the TOFSIM Simulation Program

The TOFSIM is a simulation of the mass measurement experiment in the ESR in the isochronous mode. The program has a graphic interface based on the TROLLTECH Qt library [TR002].

Production of exotic nuclei and their separation in the FRS are calculated by the simulation program MOCADI [IGM+97, SGM+88]. The command ‘export’ at the injection into ESR in the MOCADI input file produces an ASCII output, which contains information about separated ions, proton number, charge, mass, vertical and horizontal position and angle, energy and time-of-flight. The ASCII file is used as an input file in the TOFSIM (see Fig. A.1 and A.2).

The program MOCADI is using the same number of ions produced in the target for all simulated nuclides and only the transmission without the cross section is included. Hence the histograms are weighted according to cross-sections, so that the intensities correspond to yields. There are two modes possible to provide the cross section values. For the fragmentation process the EPAX2 formula [SB00] is implemented. For this purpose the production target as well as the beam have to be specified, see Fig. A.2. This is the default mode and can be explicitly declared in the input file by the ‘fragmentation’ command inserted in the separated line before all fragmentation particles. Analogously the fission mode is switched by the ‘fission’ command. The EPAX formula cannot be used for the fission, so the cross-section values for all particles after the command are read from the specified file. The file has the following format:

\[
Z(\text{int}) \ A(\text{int}) \ q(\text{int}) \ \sigma(\text{float})[\mu b]
\]

The default value for the non-listed isotopes is zero or can be specified in the first file line with \(Z = 0\), \(A = 0\) and \(q = 0\) values,

\[0 \ 0 \ 0 \ 1.000,\]
Figure A.1: Systematic scheme of the TOFSIM simulation. Results from the MOCADI simulation are used as an input. After acceptance parameters are applied the revolution times are calculated using an isochronicity curve. Their spectrum can be compared with results from a measurement.
where the default value is $1.0 \mu b$ in this case.

In the experiment the revolution time of every particle is measured. The revolution time of every ion from the MOCADI output file can be determined using its energy according to the isochronicity curve and its transformation, for details see Sec. 3.1.3, 3.1.2 and 2.1.1. A file with a measured isochronicity curve and parameters for its transformation have to be set, see Fig. A.3. The choice of the correct central rigidity is essential for the successful simulation.

Simulated particles are selected by the injection acceptance. It can be adjusted for the magnetic rigidity, vertical and horizontal position and angle. Gaussian and constant distributions are available for the acceptance, see Fig. A.4. Parameters are known from the MOCADI simulation. The Gaussian distribution function is using the Monte Carlo method.

Using the procedures mentioned above, a simulated spectrum can be calculated, see Fig. A.5. Only the simulated spectrum is shown. The spectrum can be compared with an experimental spectrum from the file in the ".3particles" format. If the corresponding identification file is available, it can be read. The window with both spectra is opened by pressing the "plot spectra" button (see Fig.A.5). The opened window consists of two parts, the one with the graphs and the one with the buttons and information about the spectra (see Fig.A.6). The graph is divided into lower (red) simulated spectra and upper (blue) experimental spectra. The figure can be zoomed by the Zoom button. The log button switches between the linear and logarithmic scale of the $y$ axes. The channel width can be adjusted.
Figure A.3: The window of the TOFSIM simulation, in which the isochronicity curve file and parameters for its transformation are specified.

Figure A.4: The window of the TOFSIM simulation for the selection of the acceptance. It can be adjusted for the magnetic rigidity, vertical and horizontal position and angle. Gaussian and constant distributions are available.

When the window is opened, the data with the accepted particles are saved into the file ‘simulatedSpectrum.Sarticles’. It is in the same format like the analyzed files from the experiment, so it can be used for the further analyses. The number of the particles in the MOCADI file is proportional to the transmission
Figure A.5: The window of the TOFSIM simulation for the selection of the file with experimental data and the identification file. The graph is opened with ‘plot spectra’ button.

Figure A.6: The window of the TOFSIM simulation with the the final graph. The graph is divided into lower (red) simulated spectra and upper (blue) experimental spectra.

through the FRS, it has to be weighted according to the cross-section. This is solved by the selection of the species with lower cross-sections. The particle is
included into the file with the probability proportional to the ratio of its cross section and the highest cross section in the data.

The ‘Save histogram’ button saves the histogram showed in the current window. It means that the current scale, zoom and channel width are used. The file is in the following format:

\[ x \ y_{\text{measurement, scaled}} \ y_{\text{simulation, scaled}} \ y_{\text{simulation}} \]

The first column \( x \) contains the revolution time in \( n.s. \). Histogram contents are in the \( y \) columns. Scaled values are numbers adjusted to draw the graphs in the window, so also the logarithmic scale is applied if switched. The last column contains the row simulated values.

The button ‘Print+save ID’ makes the identification file, based on the simulated data. The mean revolution frequency of one species is used. These values can be also drawn in the graph with green lines.

To select an area of interest one can mark the region using the left and right mouse button. The position of the both marks is written in the mid of the lower part. The left side shows information about the experimental data between the marks, the identification file is used. The same information about the simulated data are in the right side.
Bibliography


91
<table>
<thead>
<tr>
<th>Ref.</th>
<th>Author(s)</th>
<th>Title</th>
<th>Year</th>
<th>Volume/Pages</th>
</tr>
</thead>
<tbody>
<tr>
<td>[Ast33]</td>
<td>F. W. Aston</td>
<td>Mass Spectra and Isotopes</td>
<td>1933</td>
<td></td>
</tr>
</tbody>
</table>


---

**[JA02]** B. Jurado Apruzzese. *New signatures on dissipation at small deformations from studies of fission induced by peripheral heavy-ion collisions at relativistic energies*. PhD thesis, Universidad de Santiago de Compostela, Facultad de Física, Departamento de Física de Partículas, Santiago de Compostela, Spain, June 2002. 6

---


---


---


---


---


---

**[Kel02]** A. Kelić. Private communication, July 2002. 26

---

**[Kel03]** A. Kelić. Private communication, December 2003. 5

---

[Kun99] F. Kundracik. *Spracovanie experimentálnych dát (Experimental data analysis).* Faculty of Mathematics and Physics, Comenius University, Bratislava, Slovakia, 1999. 50


[SBB+00] M. Steck, K. Beckert, F. Bosch, H. Eickhoff, B. Franzke, O. Klepper, R. Moshammer, F. Nolden, H. Reich, B. Schlitt, P. Spadtke,


[WSC76] B. D. Wilkins, E. P. Steinberg, and R. R. Chasman. Scission-point model of nuclear fission based on deformed-shell effects. Physical Review, C 14:1832–1863, 1976. 26


[Zer01] T. Zerguerras. Etude de l’émission proton et de deux protons dans les noyaux légers déficients en neutrons de la région